
 
Copyright © 2018 Authors. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted 

use, distribution, and reproduction in any medium, provided the original work is properly cited. 
 

 

International Journal of Engineering & Technology, 7 (4.38) (2018) 810-813 
 

International Journal of Engineering & Technology 
 

Website: www.sciencepubco.com/index.php/IJET 
 

Research paper  

 

 

 

A Flash Flood Early Warning System for Rural Kenya: A Pilot 

Study 
 

Prof. Dr. Ir Vinesh Thiruchelvam, Mbau Stella Nyambura* 

 
Asia Pacific University of Innovation and Technology, 57000 Kuala Lumpur, Malaysia 

 

 

Abstract 
 

The cost of climate change has increased phenomenally in recent years. Therefore, understanding climate change and its impacts, that are 

likely to get worse and worse into the future, gives us the ability to predict scenarios and plan for them. Flash floods, which are a com-

mon result of climate change, follow increased precipitation which then increases risk and associated vulnerability due to the unpredicta-

ble rainfall patterns. Developing countries suffer grave consequences in the event that weather disasters strike because they have the least 

adaptive capacity. At the equator where the hot days are hotter and winds carrying rainfall move faster, Kenya’s Tana River County is 

noted for its vulnerability towards flash floods. Additionally, this county and others that are classified as rural areas in Kenya do not re-

ceive short term early warnings for floods. This county was therefore selected as the study area for its vulnerability. The aim of the study 

is therefore to propose a flash flood early warning system framework that delivers short term early warnings. Using questionnaires, in-

formation about the existing warning system will be collected and analyzed using SPSS. The results will be used to interpret the relation-

ships between variables of the study, with a particular interest in the moderation effect in order to confirm that the existing system can be 

modified; that is, if the moderation effect is confirmed. 
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1. Introduction 

Floods are one of the costliest natural disasters experienced 

around the world as noted.1 Unterberger notes that extreme rainfall 

events have increased globally by 12% between 1981 and 2010.2 

To adapt to climate change and the related extreme weather events, 

the Sustainable Development Goals were adopted in September 

2015. They emphasize that partaking in sustainability activities 

should be a global affair.3 

Climate change contributors and those that are not, are equally 

exposed to the associated risks; developed and developing coun-

tries alike. However, developing countries are more vulnerable to 

these risks.4 5 In the case of flash floods, the lack of early warnings 

makes rural Africa particularly vulnerable. This is due to the lack 

of weather radars in Africa.6 Kenya is found at the equator of Af-

rica and adjacent to the Indian ocean. Kenya’s Tana river is 1000 

km long and the longest in East Africa, and drains its waters into 

the Indian ocean. When it rains in the central highlands of Kenya, 

the river water causes flooding in the flood plain in Tana River 

County.  

These scenarios exhibit the vulnerability of communities that live 

in this county making it a good study area for this research. An-

other reason for the selection of this county as a study area is the 

existing infrastructure that carries out early warning delivery func-

tions, the ‘Una Uhakika’ Project that is now using drones for sur-

veillance and is dubbed the Sentinel project. This is of particular 

interest to this study because it has been successfully implemented 

in the county, where there are challenges of internet connectivity. 

Furthermore, because the drones operate in flight mode, they do 

not pose a threat to the ecological infrastructure existing in the 

county. Innovatively using the already available infrastructure in 

Tana River County, could lead to technologies that best suit rural 

Kenya.8 Furthermore, drones have been applauded as a fast track 

tool towards development for developing countries; the leap frog 

effect. This is because they go where infrastructure and roads do 

not.9  

The problem being studies is the lack of short term early warnings 

in rural Kenya where communities have the least adaptive capaci-

ty.10 This also presents the gap in knowledge that the lack of 

weather radars in Kenya means the lack of short term early warn-

ings.6  

The study contributes to the climate change resilience theory and 

discusses the need for such a system to ensure that vulnerable 

communities are made more resilient. It also contributes to the 

decision support theory stating that these early warning systems 

should have the following functions; observation networks, data 

management, data analysis and dissemination strategies. These are 

also present in the World Meteorological Organization’s bench-

mark criterion whose role is to ensure that early warning systems 

are accurate.11 In this study the independent variable (IV) is flash 

flood early warning systems (also existing system), the moderator 

variable (MV) is real time decision support systems (also pro-

posed system), the mediator variable (MeV) is the ancillary ele-

ments and the dependent variable (DV) is short term early warn-

ings. 

http://creativecommons.org/licenses/by/3.0/
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Fig. 1: Variable relationships being tested 

 

The aim of this research is to propose a flash flood early warning 

system framework that supports a minimum lead time of 30 

minutes on short term early warnings. The framework should con-

sider preservation of the ecological infrastructure in Tana River 

County. The research objective being investigated through this 

pilot study is: To investigate the moderation effect of real time 

Decision Support Systems on the existing flash flood early warn-

ing systems in rural Africa.  

2. Experimental details 

This section highlights the pilot study undertaken in this research. 

The evaluation of the existing flash flood early warning system 

was undertaken as described below. 

 

2.1. Sampling technique 

The data sought for this research is meteorology specific in nature 

therefore expert sampling will be used. Kenyan respondents will 

be accessed through the World Meteorological Organization 

(WMO) expert database which also gives access to individual 

emails. 100 of these experts will be selected randomly to represent 

the population and the aim will be to reach a sample size of 30 

respondents.12 An assumption that respondents have the relevant 

expertise and knowledge required is made because they are listed 

by the WMO which further ensures internal validity. 

 

2.2. Study area 

Tana River County is named after Tana river (longest river in 

Kenya) and has a population of 240,075 as recorded in the 2009 

census.7 

 

2.3. Data collection 

Questionnaires are preferred for this study because they are famil-

iar to most people. Statements used will be presented in a closed 

ended format and scored on an ordinal scale of 0 to 5 where: 1= 

strongly disagree; 2= disagree; 3= neutral; 4= agree; 5= strongly 

agree. Initially, pre-testing will be conducted via email to gather 

information from 2 experts in Kenya in order to detect weaknesses 

in the questionnaire design.13 They will receive word documents 

in which they can provide comments. 

 

2.4. Procedures 

SPSS will be used for analysis of primary data gathered. Data will 

be coded and entered into the tool. Missing values analyses will be 

performed for all the items in the questionnaire. Internal con-

sistency will be evaluated by determining the Cronbach alpha of at 

least .7 while correlation between variables will be conducted 

using Pearson’s test. A change in the R2 value of between 0 and 1 

will further be used to check whether there is a moderation effect, 

that is, whether the proposed short term early warning system 

modifies the relationship between infrastructure elements and 

short-term early warnings.14 13 

3. Pilot test results  

Out of the pool of 100 Kenyan experts, those enlisted and with 

available email addresses, 28 respondents recorded their answers 

on the web based questionnaire bringing the response rate to 28%. 

Data from the questionnaire that contained 55 items was exported 

as an excel file that was then imported into SPSS for analysis. For 

the questionnaire in this study a likert scale was used to measure 

relationships within the variables. Meteorologists were asked to 

evaluate items on the 5 point bipolar scale where 1= strongly disa-

gree, 2= disagree, 3= neutral, 4= agree and 5= strongly agree.13 

The Cronbach alpha for the questionnaire was .925 and the stand-

ardized item alpha was .918 as presented in the table below. These 

values meet the conventional standards for scale reliability. The 

‘alpha if item deleted’ analysis reported a range of values be-

tween .920 and .927 for the items being measured which means 

the scale is reliable.15 

Table 1: Reliability Statistics 

 
To test correlation amongst the variables of this study the Pear-

son’s correlation test was conducted.16 17 For valid results the 

following assumptions had to be met.  

Firstly, the variables had to be continuous and measured on a lik-

ert scale. Secondly, scatterplots for each of the variables against 

the dependent variable, were used to test for linearity.  

This test did not yield results that would inform linearity due to 

the sample size therefore a nonparametric test was sort. This led to 

running the Spearman correlation test with null hypotheses stating 

that none of the variables were correlated to the dependent varia-

ble. The result after testing the IV and DV was a p value of .703. 

With this value the null hypothesis was not rejected and therefore 

the two variables were uncorrelated. Similarly, p value after test-

ing the MV and DV was .929 and null hypothesis was accepted. 

However, the p value after testing the MeV and DV was <.001 

whose statistical significance indicated that the null hypothesis 

was rejected since the two variables were correlated. 

Thirdly, to ensure no significant outliers in the data, scatterplots 

were used once again. However, they did not clearly show the 

outliers. Finally, a test for normality confirmed that the items were 

all normally distributed. Having met 50% of the assumptions, a 

two-tailed Pearson correlation test was run under the assumption 

that with a larger sample size (n> 30) the other assumptions could 

also be met.  

There was significant evidence of a moderate positive correlation 

between the IV and MV (r= .423, p= .05) and a strong positive 

correlation between the MeV and DV (r= .757, p<.001) as shown 

in the table below. The null hypotheses for the other relationships 

could not be rejected meaning the variables in question were 

therefore unrelated. 

Table 2: Correlations 
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A moderation effect was investigated to confirm that the existing 

system could be modified by a real-time decision support sys-

tem.18 A multiple regression was applied to investigate whether 

the association between the existing system (IV) and early warn-

ings (DV) could depend on a real-time decision support system 

(MV). Firstly, the IV and MV values were standardized. After this 

an interaction term was computed between the independent and 

moderator standardized variables. The interaction term when cor-

related with the DV was statistically significant (r=.42, p=.026) 

compared to the correlation between the IV and DV that showed 

no correlation. The IV, MV and the interaction term (ZModerator) 

were then simultaneously run in a regression model. 

As shown in the table below, the existing system (IV) reported 

b=.047, SE=.069, β=.137, p=.501 and the real-time decision sup-

port system (MV) reported b= -.225, SE=.142, β= -.337, p=.125.  

Interaction of IV and MV labelled ZModerator registered signifi-

cance at b= 2.126, SE=.839, β= .534, p <0.05.  

Increase in variation explained by the addition of the interaction 

term was reported as the change in R2 which was .199 (19.9% 

increase). This change was statistically significant at p<.05 mean-

ing that the MV in this study could modify the relationship be-

tween the IV and DV. 

 
Table 3: Coefficients 

 
 

To interpret the direction of the moderation output, a graph was 

generated using standardized beta values in the following equa-

tion:  

Standardized values of DV= (0.137 x IV) - (0.337 x MV) + (0.534 

x IV x MV) 

Using Excel graphs, the equation stated above was estimated 

when; IV and MV are both +1; IV is -1 and MV is +1; IV is +1 

and MV is -1; and finally, when IV and MV are both -1. These are 

presented below: 

Equation 1; (0.137 x 1) - (0.337 x 1) + (0.534 x 1 x 1) 

…………………………………………………………………... 

(i) 

Answer= 0.334 

Equation 2; (0.137 x -1) - (0.337 x 1) + (0.534 x -1 x 1) 

………………………………........................................................ 

(ii) 

Answer= -1.008 

Equation 3; (0.137 x 1) - (0.337 x -1) + (0.534 x 1 x -1) 

…………………………………………………………………. 

(iii) 

Answer= 0.06 

Equation 4; (0.137 x -1) - (0.337 x -1) + (0.534 x -1 x -1) 

…………………………………………………………………. 

(iv) 

Answer= 0.734 

 
Fig. 2: Interpretation of direction 

 

The graph above shows simple slopes of the interaction between 

IV and DV at z= 1 and z= -1 levels of real time decision support 

system (MV). When the MV levels are high the relationship be-

tween the IV and DV is inversely proportional. However, at the 

lower levels of the moderator, the relationship between IV and DV 

is directly proportional. 

For the mediation effect a correlation test was run to ensure that 

all variables in question were correlated. This time however, the 

ZModerator was correlated to the DV (r=.42, p< .05) and the 

ZModerator to the MeV (r= .416, p< .05). The resulting p values 

proved correlation. The MeV and DV were highly correlated at 

r= .757, p< .05. Significance level in the IV to DV and IV to MeV 

relationships were not enough to reject the null hypothesis as es-

tablished in previous tests, thus, they were noted as uncorrelated. 

Another regression model between the ZModerator and DV was 

generated at which the ZModerator reported β= .46 p< .05 thus 

showing correlation. Finally, a multiple regression model was run 

between the ZModerator, MeV and DV to find ZModerator 

β= .128 p< .376, while the MeV was at β= .703, p<.001. Media-

tion was therefore reported because the mediator was found to be 

statistically significant. Furthermore, the ZModerator was signifi-

cant in the previous model (ZModerator to DV) but insignificant 

in the later model that included MeV, which was proof of media-

tion.19 

4. Discussions  

The scale used in this study was found to be reliable and therefore 

the questionnaire will be adopted for the main survey. Results also 

show that the existing flash flood early warning system is not 

correlated to early warnings by its own. However, using the inter-

action term, a product of both the independent and moderator 

variable, a correlation is established. 

The Kenyan experts, whose responses registered normal distribu-

tion, were of the opinion that the existing warning system has 

good performance. However, this did not match the responses for 

the delivery of short term early warnings. This was attributed to 

the fact that the system itself is not devolved and therefore its 

services are not far reaching across Kenya. On the other hand, 

applying the moderation effect showed that early warnings are 

associated with the interaction of both the existing system and the 

proposed system. The mediator, risk knowledge and response 

capability allude to the fact that, awareness of flash floods and 

response activities improve the delivery and assimilation of warn-

ing information. This variable was reported to be highly correlated 

to early warnings, the dependent variable. 

5. Limitations 

Despite reaching a satisfactory sample size for a pilot study, it is 

worth noting that there was a long response time. Also, some as-

sumptions required to run statistical tests in this paper were not 
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met. However, the study objective was met, and it is expected that 

results from a larger sample size should be generalizable. 

6. Conclusions 

This pilot study was conducted in order to check for the appropri-

ateness of methods that would later be used for the main survey. 

The aim was to investigate the reliability of the data collection 

tool used as well as the moderation effect between the independent 

and dependent variables.  

The SPSS analysis of data gathered showed that responses were 

normally distributed for all 28 respondents. Additionally, reliabil-

ity of the likert scale used in this study was confirmed at α=.925. 

For the relationships between variables, a change in R2 of .199 

confirmed moderation effect while mediation was confirmed 

through the change in significance of the interaction term, ZMod-

erator, after adding the mediator to the regression model. With the 

objective of the pilot study being met the main survey can now be 

conducted. 
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