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Abstract 
 

The clusterization is one of methods which utilized to grouping a dataset which has a specific characteristics value. The processed data 

can be numerical or non-numerical data. Non-numeric data must be transformed first into numerical data. The case study in this study 

was to group research from six fields of science. The research data is non-numerical data is converted into the research contributions 

percentage in the science field. Utilized the c-means algorithm, the data was successfully grouped into three excellent research fields. 

The aim of the clustering is to know how many researchers in one cluster. Dataset is processed by utilizing the c-means algorithm to 

generated 3 clusters, they are an expeditious technology, entrepreneur and economic creative development, social engineering and stra-

tegic area infrastructure development. The data clustering result is presented in the graphic form by utilized the studio Rapidminer ap-

plication. 
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1. Introduction 

Currently, the data mining has been widely applied to solving any 

various problems [1] together with the growth of the information 

technology, every organization already owned a large data storage 

to support all of the activities. The data will be increasing and will 

become a trash if not reuse. Data can be processed to be a pattern 

and generated a new knowledge/ information. That data pro-

cessing system is called data mining. Indo Global Mandiri Univer- 

sity has a lecturer research data that has never been used. The 

number of lecturer at Indo Global Mandiri University is 110 lec- 

turers. Every lecturer must carry out the research activities at least 

one time per semester. The research team can be consist of the 2-

4 researcher with a different skill (joint research). The utility 

for data on how many lecturer research which supported a 

certain premier research, is difficult to answer. The development 

of the research field for the next five years is to mapping the lec-

turer research into three university premier research fields. The 

three university premier research fields are information technolo-

gy, entrepreneurship and create economic development, social 

engineering, strategic area, and infrastructure development. To 

accelerate the process of providing data required an efficient way 

to classify the research data. One technique could be applied is the 

clustering the research data. The clustering method is a technique 

or method to classify data from the large one into the cluster 

which has similarities to the certain characteristics. The algorithm 

clustering method which applied is the c-means algorithm. It 

is able to group the categorical data and generated clusters that 

more stable with a short computation time. This research aims to 

classify the research data into the three university premier 

research fields with utilizing the clustering methods. This group-

ing is useful  for  mapping the lecturer  research  roadmap  at  

Indo  Global Mandiri University 

 

2. Related work 

The c-means  algorithm is  the algorithm clustering  which  most 

easy to apply on the small dataset [2].The c-means Algorithm 

Clustering can be applied with various techniques in the database 

[3] which are sourced from the multiple data sources [4]. Utiliz-

ing the c-means clustering model by determining a random initial 

centroid [5], determine the distance between objects and normal-

ize the data to improve the process of c-means clustering [6]. The 

c-means algorithm has been applied in some research, such as: (1) 

Hygiene : Clustering of the Parkinson’sdisease [ 7 ] [ 8 ] ,Obese 

management [9], Health care knowledge discovery [10]; (2) Clus-

tering image : Satellite Image [11], Segmentation of white blood 

cells [12], Brain image segmentation [13], Content based image 

retrieval (CBIR) [14], Banana Image Segmentation [15], Hand 

gesture segmentation [16], Segmentation of fruits based on color 

features [17]; (3) Network science: Network partition [18], Wire-

less sensor networks [19]; (4) Academic science : Student careers 

[20], Predicting students Performance [21] ; (5) Customer satisfac-

tion : Evaluate the cluster customers [22], Customer satisfaction 

in fast-food restaurant [23]; (6) Multimedia applications [24]; (7) 

Chemical oxygen demand [25]; (7) Approach to characterize road 

accident locations [26]; (8) Watershed classification [27]; (9) 

Wind speed [28]; (10) Tax based on cluster [29]; (11) Plagiarism 

detection System [30]; (12) Dictionary learning [31]; (13) Crime 

analysis [32]; (14) Connection oriented telecommunication  data 

[33]; (15) Analyze Software Architecture [34]; (16) Prediction of 

atomic web services reliability [35] etc. It has shown that the c-

mean algorithm already implemented cases to solve the human 

problems 
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3. The Research Methodology 

In this research, the first phase is a data pre-processing. The research 

data set consists of the research titles and five fields of science. The 

science field is a represented the expertise of the researchers. The 

research could be supported by several fields of science. The Data 

which represented the science field is transformed into the researcher 

contribution percentage on the research activities. The contribution 

percentage value is determined by the researcher team. Data is exam-

ined by utilizing the c-means algorithm with several iterations until it 

reaches convergent. The examination results show the clusters for 

each data. The data pattern which formed could be utilized as a cluster 

determination model for new data. 

4. Data Pre-processing 

The Preprocessing is an activity/process to change the original data 

into quality data that can be used for the next process. Before be-

ing processed utilizing the c-means algorithm, the data should no 

longer contain a missing value, value distortion or misrecording. 

The data sets must be clean up, integrating, reducing, adding data 

or transformation [4]. The un numeric data must be transformed 

into numerical, binary, nominal or scale. This study utilized a 20 

data set. The researcher contribution percentage value on the study 

was determined by the research team. The stages of solving prob-

lems with the clustering method are described as follows: 

4.1. Collecting data 

The sample is a research data set from the Indo Global Mandiri 

University research institute repository which taken in 2018. The 

number of data which represents the sample is 20 research data. 

The science field is grouped into six science field are computer 

science, economics, engineering, government science, graphic 

design science, and linguistics. The science field is converted 

into the numerical which is the value of the researchers' contri-

bution to the research activities. The total value of the contribu-

tions for a research is 100. One research could consist 1-4 the 

science field (collaboration research). 

 
Table 1 : Research data conversions 

Y X1 X2 X3 X4 X5 X6 

1 50 40 0 0 10 0 

2 60 30 10 0 0 0 

3 60 0 0 0 10 30 

4 0 10 90 0 0 0 

5 100 0 0 0 0 0 

6 0 100 0 0 0 0 

7 0 0 100 0 0 0 

8 0 10 0 75 0 15 

9 0 50 0 0 10 40 

10 50 50 0 0 0 0 

11 10 90 0 0 0 0 

12 0 30 0 0 0 70 

13 50 20 0 20 0 10 

14 0 70 0 10 10 10 

15 50 20 10 20 0 0 

16 0 0 0 90 10 0 

17 30 0 0 0 50 20 

18 0 0 0 0 0 100 

19 60 10 30 0 0 0 

20 0 0 0 0 100 0 

Variable  Y represents the research,  variable  Xn represents the 

science field, where X1 is Computer Science, X2 is Economics, X3 

is an Engineering science, X4  is a Graphic design science, X5 is a  

Government science of and X6  is a Language. I do not have any 

certain science element, will be given a zero. 

 

 

 

4.2. Running C-Means algorithm 
 

Clustering is the data mining method which does not require any 

unsupervised data. The Clustering is divided data sets into several 

parts (groups) that have similar characteristics. The C-means algo-

rithm is a clustering algorithm that processes data repeatedly until 

it reaches a converging. Every repetition will calculate the center 

value of the cluster (centroid) and the distance of each data with 

the centroid. Then each data is classified based on its proximity to 

the centroid. The steps to solve the problem by utilizing the C- 

means algorithm are as follows: 

 
1. Phase 1: Determine the number of clusters 

In the iteration-1, the researchers determined 3 initial centroids 

randomly from the research data set. The selected Centroids are at 

positions Y5  = 5, C0 = (100, 0,0,0,0,0), Y = 6, C1 = 

(0,100,0,0,0,0) Y = 20, C2 = (0,0,0,0,100,0). Given a grey sign-in 

table 1. 

 

2. Phase 2: Calculate the distance of each object to the centroid  

Every object has calculated the distance to the centroid between 

utilizing the Euclidean distance (d). 

 

3. Phase-3: Determined the cluster for each object 

The clusters of each object are determined based on the closest dis-

tance. The closest distance is the minimum value of the cluster for 

each object. Example: The closest distance object Y1 = 64.81 then 

the cluster for object Y1 = C0. 

 
Table 2 : Determination of clusters for each object based on closest dis-

tance (cd) 

Y C1 C2 C3 cd Cluster 

1 64.81 78.74 110.45 64.81 C0 

2 50.99 92.74 120.83 50.99 C0 

3 50.99 120.83 112.25 50.99 C0 

4 134.91 127.28 134.91 127.28 C1 

5 0.00 141.42 141.42 0.00 C0 

6 141.42 0.00 141.42 0.00 C1 

7 141.42 141.41 141.42 141.42 C0 

8 126.29 118.11 126.29 118.11 C1 

9 119.16 64.81 110.45 64.81 C1 

10 70.71 70.71 122.47 70.71 C0 

11 127.28 14.14 134.91 14.14 C1 

12 125.70 98.99 125.70 98.99 C1 

13 58.31 96.95 115.76 58.31 C0 

14 123.29 34.64 114.89 34.64 C1 

15 58.31 96.95 115.76 58.31 C0 

16 134.91 134.91 127.28 127.28 C2 

17 88.32 117.47 61.64 61.64 C2 

18 141.42 141.42 141.42 141.42 C0 

19 50.99 112.25 120.83 50.99 C0 

20 141.42 141.42 0.00 0.00 C2 

4. Phase-4: Calculated a new centroid 

The new Centroid is determined based on object grouping for each 

cluster in one table. Cluster C0 consists of 10 objects, cluster C1 

consists of 7 objects and C3 cluster consists of 3 objects. The cen-

troid value of C0 is calculated based on the average coordinates of 

the C0 cluster. Likewise, calculations for centroid C1and C2. The 

results of the new centroid calculation are C0  = (68.80, 109.34, 

124.26) C1=128.29, 65.42, 126.94) and C2 = (121.55, 131.27, 

62.97). The next process is the same as phase 2 and phase 3. 

 

5. Phase-5: Compare new clusters with old clusters 

The new cluster is compared to the cluster in the previous table. If 

there is a difference, it means that it has not reached the conver-

gence. phase 2 and 3 are repeated until converging. The irritation 

process is done again by calculating the value of the new centroid. 
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5. Experimental result 

The experiment result shows that to achieve a convergence in 

the sixth interaction with the C0=9 item for the entrepreneur 

and economic creative development group, C1=2  item for 

social engineering and infrastructure strategic area develoment, 

and C2= 9 for expeditious technology. Thus grouping base on 

the dataset which explained on table 3. 

 
Table 3 : Clusterisation base on dataset 

Y X1 X2 X3 X4 X5 X6 Result 

1 50 40 0 0 10 0 C2 

2 60 30 10 0 0 0 C2 

3 60 0 0 0 10 30 C2 

4 0 10 90 0 0 0 C1 

5 100 0 0 0 0 0 C2 

6 0 100 0 0 0 0 C0 

7 0 0 100 0 0 0 C1 

8 0 10 0 75 0 15 C0 

9 0 50 0 0 10 40 C0 

10 50 50 0 0 0 0 C2 

11 10 90 0 0 0 0 C0 

12 0 30 0 0 0 70 C0 

13 50 20 0 20 0 10 C2 

14 0 70 0 10 10 10 C0 

15 50 20 10 20 0 0 C2 

16 0 0 0 90 10 0 C0 

17 30 0 0 0 50 20 C2 

18 0 0 0 0 0 100 C0 

19 60 10 30 0 0 0 C2 

20 0 0 0 0 100 0 C0 

The data examine result utilized the Studio Rapidminer applica-

tion, generated a scatter and pie on the charts, as below: 

 
Fig 1 : Pie on the charts Display 

 
Fig 2 : Scatter on the charts Display 

 

 

 

6. Conclusion 

The c-means algorithm applicable on non-numerical datasets. 

The non-numerical data in this study are the lecturer research 

data at Indo Global Mandiri University. The data is converted 

into numerical data in the percentage contribution of the science 

field. The Grouping based on the six science fields of into three 

premieres research fields. The data reaches a convergent in the 

6th iteration. This grouping is useful for determining the per-

centage of each research field for the development of the re-

search field. 
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