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Abstract 
 
The paper suggests one of the approaches to solving the problem of planning multi-stage service systems, the distinguishing feature of 
which is the availability of time constraints and a resource criterion. At the heart of the approach lie heuristics, which make it possible to 
obtain a suboptimal solution in an acceptable time. Based on these heuristics, the process of making decisions about assigning jobs to a 
given time interval, determining the optimal time interval for the return, and estimating the remaining service time are carried out. 
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1. Introduction 

The efficiency of the functioning of the servicing systems is large-
ly determined by the quality of scheduling. The necessity of pro-
cessing of multiple applications with individual service options, 
including the solution of a large number of interdependent tasks, 
time and resource constraints, the presence of several service cen-
ters cause the development of algorithms and software systems 
that allow you to obtain a schedule of works which is optimal 
from the point of view of a given criterion, and to automate the 
process of its formation. 
This problem belongs to the class of NP-complete problems of 
scheduling theory. At present time, many problems in this field 
have already been investigated and widely studied. The algorithms 
for solving these problems are based on the CMP (Critical Path 
Method) approach, which is a technique for determining the start 
time of works with the presence of the constraints on mutual de-
pendence and without taking into account resource constraints. 
This approach is described in detail in [1-5]. However, in practice, 
resource constrained project scheduling problem is more in de-
mand. There exist many algorithms for solving this problem [6-9]. 
The most well-known are those algorithms that are oriented to-
ward the speedy completion of all works. But for many systems, 
time does not appear as a criterion, but as a limitation, which 
complicates the planning process. Therefore, there is a need to 
obtain the methods that take into account these features. 
This paper is devoted to the development of an algorithm for solv-
ing the project management problem with resource and time con-
straints. The first part provides a mathematical description that 
takes into account the time and resource criteria and aims to opti-
mize the amount of used resources from the point of view of the 
decision-maker. A generalized algorithm with a return based on 
the developed mathematical apparatus is presented in the second 
part. The third part is devoted to detailing such stages of the algo-
rithm as the choice of a possible stage for a return, the lower esti-
mate of the completion time of the project, and the determination 
of the next planning moment. 

2. The Mathematical Statement of the Prob-
lem 

The problem of forming of the scheduling chart for multi-serving 
system is considered. The incoming flow is applications that re-
quire for their service to perform a plurality of mutually-
dependent works. The system consists of several centers: 
 

( )LSSS ,...,1=                                                                        (1) 
 
Each center j (j = 1, ..., L) is specialized in a certain kind of ser-
vice and has a plurality of several types of resources: 
 

( )
jjk1 R,...,jj RR =                                                                 (2) 

 
Here kj – the number of types of resources at the center j, Rj1,…, 
Rjkj – the amount of each type of resource.  
Each application Pm coming to the input of the model is a set of 
mutually-dependent works. In addition to work, the application is 
defined by time Tm, for which it is necessary to complete the 
service: 
 

( )mW,mmm TPP =                                         (3) 
 
Every work wi∈Wm is defined by the following set of characteris-
tics: 
 

( )iiiiii RdurSww Pr,,,= .                                        (4) 
 
Here Si – the center in which the work i is performed; duri – the 
approximate time of service; Ri=(Ri1,…, Riki) – the necessary 
resources; Pri - multiplicity of works what immediately preceding 
the implementation of the work i. 
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It is necessary to determine the start time of each operation wi.beg 
such a way as to optimize the functioning of the system taking 
into account the restrictions on the available resources and the 
mutual dependence of works. As an optimization criterion a gen-
eralized resource criterion is considered. Let the function fj (t) 
determines the most appropriate level of resources that is used at 
the time t in the center j. 
 

( ) ( ) ( )( ) tftftf kjj  jj ,...,1=                          (5) 

 
Loading of the system by servicing the requests received earlier in 
the center j is described by the vector: 
 

( ) ( ) ( )( ) tRtRtR kjj usd jusdjusd ,...,1=                          (6) 

 
Then, the objective function for each center will minimize the 
deviation of the actual volume of resources, resulting in solving 
the planning problem, from a given in that moment volume: 
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Here t is the current planning moment; kj - the number of re-
sources used to perform the works in the center j; i - i-th kind of 
resources; wj.ri – the amount of resources of type i that are re-
quired to perform the work wj; fi and Rusd i are determined for-
mulas (5) and (6), respectively. Thus, the criterion (7) reflects the 
need at each time create a schedule so that the volume of each 
type of resource involved was close to the reference value. 
This objective function is selected for the following reasons. First-
ly, there exist the tasks for which it is necessary to complete the 
project at a given time. At the same time, the implementation of 
the project in the shortest possible time (within specified con-
straints) does not allow to obtain the best solution. Moreover, it is 
not always appropriate for many such applications. Secondly, such 
loading of system allows to increase its reserve capacity in general. 
It is also necessary to suggest the emergence of new unplanned 
projects that require a speedy service in a short time. When creat-
ing a schedule for the projects received before in terms of early 
completion, the system may not have enough resources that will 
ensure the timely implementation of the new project. In this con-
nection, it may be necessary to reschedule the works, which is 
already scheduled start time, at a later date, i.e., to amend the ex-
isting schedule. In the presence of a mutual dependence between 
the works, as well as time and resource constraints, this problem 
may require significant time and algorithmic costs. In addition, the 
variation of the functions fj can provide a solution to the original 
problem in a variety of conditions. If this function coincides with 
the function (6), it will provide an opportunity to the maximum 
load of the system. If the function does not change over time, it 
will get a criterion for uniform loading. 
Thus, the use of the generalized criterion of resource will not only 
take into account the specifics of a number of systems that do not 
require the completion of service of their applications as soon as 
possible, but also efficient use of the resource potential for such 
systems. 
Restrictions 
The start time of works must be determined in conditions of re-
source constraints. Resource limitations imply that for each center 
j the set of jobs Wt (which will be assigned the start time t) can be 

formed only in such a way that the total amount of resources did 
not exceed the total amount of resources of this type Rji. Moreo-
ver, it is necessary to take into account the resources used to carry 
out the work planned earlier. Thus, the restrictions on resources 
will be written in the form: 
 

( ) ( ) ji ji j usd k1,...,i,. =≤+∑
∈

tRtRrw i
Ww

m
tm

.                     (8) 

 
In addition, it is necessary take into account the restriction on 
mutual dependence of works: 
 

ikkbegkbegi w,dur.wtwtw Pr.. ∈∀+≥ .         (9) 

 
Here wj.tbeg – the start time of the work wi; wj.dur – the duration 
of its work. 
Another important feature of the task is the restriction on the dura-
tion of the project. This restriction can be described with the help 
of the following inequality: 
 

ifacti TT ≤_ .                         (10) 

 
Here Ti_fact is the actual time spent servicing the application i. It 
can be determined by the formula: 
 

( )durwtwT jbegjjfacti ..max_ += .       (11) 

 
Thus, for each project work, it is necessary to find the starting 
time wi.tbeg, in which the criteria (7) tend to a minimum and the 
time and resource constraints (10) and (8), as well as restrictions 
on the mutual dependence of works (9), take place. 

3. A Generalized Algorithm of Solving the 
Problem 

Investigated problem belongs to the class of project management 
tasks. By now this area is sufficiently explored and many partial 
solutions have already been received. The classical problem is to 
create a schedule with the requirement of a speedy completion of 
the project and the resources constraints. The algorithm of its solu-
tion is based on the serial assignment a time for works with the 
smallest time margin. The following features distinguish the stud-
ied problem from existing analogues: 
− time constraints allowing definitely conclude on the admissibil-

ity of the found solution, as a rule, only after all the planning 
stages; 

− the generalized resource criterion (7), which does not allow to 
plan the maximum of works at a given moment of time and, 
thereby, reduce the probability of violation of time constraints; 

− the presence of the several centers, each of which has its own 
resources and is characterized by a certain workload at the time 
t; 

− the presence of several types of resources at each center; 
− the presence of a schedule at the time of receipt of the applica-

tion. 
The first three features have a direct impact on the general algo-
rithm of the problem; the others determine the specifics of the 
solution at each time interval. 
Consider the specifics of these restrictions in details. The presence 
of time constraints in conjunction with the resource criterion does 
not allow to assert that the entire planning will take place without 
refunds. In this case it may be necessary to change the solutions 
chosen in the previous stages. This is due to the fact that it is usu-
ally possible to determine the fulfillment or non-fulfillment of 
time constraints only at the end of the planning process. In particu-
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lar, if, when making a decision, we get a negative temporary re-
serve for some work, it means violation of time limits. This situa-
tion requires the cancellation of the found solution and return to 
one of the previous planning stages.  
Given the availability of several service centers, and also taking 
into account the need to get a solution that is close to optimal, 
within an acceptable time, it is advisable to parallelize the main 
stages of the algorithm that are performed in each center to deter-
mine the start time of works, taking into account resource con-
straints. In particular, the process of building a work schedule at 
this point in time must be parallelized. Since these works can be 
considered independent of each other, the parallel construction of 
the schedule will reduce the time spent on planning. Further, it is 
necessary to provide all planning centers with data on jobs whose 
start has been postponed to a later time. This will allow you to 
adjust the early start of dependent works. 
Thus, the generalized algorithm for solving the problem will con-
sist of the following stages: 
− a preliminary stage, allowing to calculate earlier and later time 

of the beginning of all works, as well as their temporary re-
serves; 

− the main part of the planning, which determines the start time of 
works on a given time interval; 

− estimate the time of completion of the project; 
− possible transition to one of the previous steps to adjust the 

schedule (in the case of non-fulfillment of time constraints). 
The algorithm will look like this (Figure 1). 

 
Fig. 1: Generalized algorithm for creating a service schedule 

The general idea of the algorithm is as follows. At each stage i, the 
formation of a graph according to criterion (7) and resource con-
straints (8) is carried out. Since time constraints can be checked 
only at the end of the planning process, at this stage it is possible 
to obtain only a lower estimate of this quantity. If it exceeds a 
critical time, it means violation of time constrains and, as a conse-

quence necessity to return to one of the previous stages. Starting 
from this stage it is required to make a schedule of works anew. 

4. Algorithmic Detailing 

Let's consider the main stages of the algorithm in details. The 
initial data is a project with a set of works defining it as well as the 
amount of resources that is most preferable from the perspective 
of the user. It is also assumed that there is a schedule for servicing 
applications that have been submitted earlier. 
The stage of the preliminary schedule determines the early and 
late start time of all works without taking into account the amount 
of resources. The algorithms for determining these characteristics 
are set forth in [1]. If, in doing so, the time found is greater than 
the critical value Tcr, then it is not possible to generate a schedule 
for the given time limits. Otherwise, a further process of schedul-
ing takes place. 
Under the set of admissible works Wki in stage i, it means all the 
works whose early start time allows them to be performed in stage 
i. If this set is not empty, then the amount of resources necessary 
to perform all these works is determined. The main step of the 
algorithm is to select the works from the set Wki to execute at a 
given time.  
The criterion of optimization will be of fundamental importance 
for the selection of works. In particular, if the criterion for early 
completion is considered, then at any time point it is necessary to 
determine the time of performance of works based on their tempo-
rary reserve (the work with a minimum reserve should be per-
formed first). In the presence of the cost criterion it is advisable to 
plan the works so as to get the most profit or a minimum fine. The 
presence of a generalized resource criterion considered in this task 
requires the formation of a schedule in such a way that the total 
amount of resources used reaches a certain standard from the point 
of view of the user's result. 
Since the task is solved in the presence of time constraints, after 
the next planning, the implementation of these restrictions is car-
ried out. Since the exact value of the service time of the applica-
tion will be known only after the completion of the schedule for-
mation, at each planning stage will be used a lower estimate of 
this quantity. In case of violation of restrictions, it is necessary to 
prohibit this decision, and to determine another planning variant 
for this interval. If none of the options allows you to do the works 
in a given time, then there is a transition to one of the previous 
steps to correct the previously generated schedule. Starting from 
this stage it is necessary to form other variants of the schedule.  
The greatest interest in the algorithm shown in fig. 1, represent the 
following steps: 
− determining the set of works Wki for execution at the stage i; 
− evaluation of the project completion time; 
− selection the stage for the return (in the case of violation of time 

constraints). 
In case of non-fulfillment of time constraints, it is necessary to 
return to any of the previous steps to change the schedule on it and 
to create a new schedule, starting from this time. Let us find the 
optimal value of the number of stage l to return [10]. 
Suppose that at some stage t the works 1,2, ..., j-1 are planned. The 
ability to perform the job j is checked by means of inequalities: 
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If at least one inequality is not met, then it means that the re-
sources do not allow the execution of the work j.  
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Suppose that all inequalities (12) are satisfied. Let us introduce the 
vector 
 

( ) ( ) ( )( ) taddtaddtadd m ,...,1=  
 
each element of which shows an additional reserve for performing 
another work j on the given time interval, taking into account the 
resources k, k=1,…,m: 
 

( ) ( ) m.1,...,k,rwtRRtadd kjusdkkk =−−= ._       (13) 

 
This vector will be negative in those cases when a return to this 
interval is impractical (all jobs that could be planned - planned or 
when adding another work, one of the limitations (8) is violated). 
As a stage for the return, it is advisable to select the stage with the 
largest reserve. Since the reserve is determined by a multidimen-
sional vector, it is necessary to determine how this choice will be 
determined.  
Let us introduce the concept of the determining type of resources. 
The defining type of resource is the type of resource that requires 
the greatest amount of time to complete all work (taking into ac-
count the available schedule). To estimate this time use the fol-
lowing approach. Let it be necessary to perform all the works wi 
from the set Wleft. The total volume of these works for the j-th 
type of the resources will be determined as follows: 
 

∑
∈

⋅=
leftWi

jiileft_j rwdurwV .. .                                  (14) 

 
Here j – the number of the resource type;  wi.dur – the duration of 
the work wi; wi.rj – the amount of resources of type j that are 
required to perform the work wi;  
Let’s find the lower estimate of the duration, which is necessary 
for performing a multitude of jobs that require a resource of type j 
Vleft_j. It will be equal to the ratio of the total volume Vleft_j to 
the volume Rj of available resources of type j: 
 

j

jleft
j left R

V
T _=                         (15) 

 
Such time will be spent in the event that all the works are assigned 
such a maintenance schedule in order to use the entire allowable 
amount of resources at any time. 
In this case, first it’s need to find the determining type of re-
sources, then select an interval where the reserve for this type of 
resource is maximal. Let us formulate the corresponding heuristic.  
Heuristic. Let at some step the violation of time constraints (10) 
was detected. Then, as a stage to return it is advisable to choose a 
time for which the vector add will be a solution of the two-stage 
problem: 
1. Find the determining type of resources j, which is the most 

time-consuming: 
 

mjjleftT
≤≤

→
1_ max .                        (16) 

 
2.  Determine the time t for which the reserve for this type of 

resource is the largest: 
 

( )
( )
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→

0

max

tadd
tadd

j

j
                                       (17) 

 
Here the time Tleft_j is determined using the formula (15); vector 
add is determined using the formula (13). 

This choice allows minimally degrade the value of the objective 
function when adding a new work at the selected step. In the event 
that there are several such intervals, it is advisable to select an 
earlier interval. 
One of the stages of the algorithm is the determination of the next 
planning moment. The problem can be formulated as follows. 
Suppose that at a certain time interval i work planning process is 
completed. It is necessary to determine the next closest time to 
form a work schedule. 
To solve the problem it is required to determine the set of unfin-
ished works Wn_com. Obviously, the next planning moment will 
arise in the case of releasing the resources needed to perform the 
works. Since the resources will be freed if any work from the set 
Wn_com is completed, it is necessary to find just such time. 
Therefore, such a moment can be defined as the smallest of the 
durations of unfinished works: 
 

).(min
_

durwtt icomWninext ∈
+= .                       (18) 

 
Here t is the current time; tnext – the next time; Wn_com – is the 
set of works, which are already started, but not yet completed by 
the time t. 
To complete the description of the generalized algorithm present-
ed in Figure 1, it is necessary to consider the approach to estimat-
ing the completion time of the project. For its formation, we again 
use the defining type of resources, since it is assumed that it will 
influence the assessment to the greatest extent. Then the time can 
be estimated as follows: 
 

)(max min_1 jmjcurleft TTT
≤≤

+=         (19) 

 
Here Tleft – the lower estimate of the remaining service time ; 
Tcur – the current time; Tmin_j – the lower estimate of the time 
remaining until the end of service, calculated by formula (15). 
In the event that at every moment of time, starting from Tcur, all 
available resources will be used, we can get the exact value of the 
remaining time. Otherwise, this will be a lower estimate, indicat-
ing the minimum required time for the fulfillment of all the works.  

5. Conclusion  

The aim of the work was the development of an approach that 
allows to create a schedule for fulfilling orders in multiphase ser-
vicing systems with time constraints and resource criteria for an 
acceptable time. To achieve this goal, the following tasks have 
been accomplished: 
1. A mathematical model of the system that takes into account the 

constraints on mutual dependence of works, as well as time and 
resource constraints, and allows to optimize the process of its 
functioning from the point of view of the generalized resource 
criterion is presented. 

2. A generalized algorithm for the formation of a service schedule, 
taking into account the existence of mutually dependent works 
and time constraints is developed. A feature of the algorithm is 
the possibility of its application for solving a whole class of 
planning problems with the above features. 

3. The details of the algorithm, describing in general the decision 
rules for determining the set of works to be performed at a given 
time, determining the stage for the return, the lower estimate of 
the length of the service, and determining the next planning 
moment are proposed. 

The next task is the development of a detailed heuristic algorithm 
that allows solving the problem of partitioning a set of works Wki, 
the early start time of which allows them to be executed at time i, 
into two subsets: Wi, which will be executed on the i-th time in-
terval, and Wi + 1, which will need to be transferred to the follow-
ing periods. 
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