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Abstract 
 

Type 2 Diabetes Mellitus (T2DM) is a chronic disease that can cause premature deaths worldwide. Malaysia is one of the many countries 

that facing this serious epidemic. The World Health Organization (WHO) has also estimated that Malaysia would have 2.8 million peo-

ple having T2DM disease in 2030. This study aims to identify significant predictors for prediction of undiagnosed T2DM patients in one 

of the highest prevalence states of T2DM. Binary logistic regression model proposed to predict the presence of T2DM among undiag-

nosed respondents. The selection of significant predictors using univariate, multivariate and backward stepwise selection was imple-

mented in this study. The study concludes that four predictors were found significant for prediction of undiagnosed T2DM patients.  
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1. Introduction 

The prevalence of Type 2 Diabetes Mellitus (T2DM) is rapidly 

increasing and can affect the health of people worldwide [1][2]. 

According to [3], there are 2 major types of diabetes mellitus 

which are Type 1 diabetes mellitus (T1DM) and T2DM disease. 

T1DM disease is defined as insulin-dependent where the body 

does not enough produce insulin while T2DM is defined as non-

insulin dependent where the body ineffectively uses insulin. Be-

sides, diabetes mellitus disease can occur among the pregnancy 

woman that called as gestational diabetes mellitus (GDM) disease. 

GDM disease can be characterized as a temporary condition that 

occurs during pregnancy and can put at risk as T2DM disease for a 

long term. However, T2DM disease is one of the main health care 

problem that threaten to reach pandemic by 2030. 

Latest finding from the National Health & Morbidity Survey 

(NHMS II) in 2015, the prevalence of total diabetes mellitus has 

risen to 17.5% where 8.3% of prevalence were among individual 

with known diabetes mellitus and 9.2% of prevalence among indi-

vidual with undiagnosed diabetes mellitus. The prevalence of 

diabetes mellitus is referred as the percentage of the number of 

diabetes mellitus cases in a population. Figure 1 shows the trend 

of total prevalence for diabetes mellitus aged 18 years and above 

from the NHMS report for five alternate years [4][5][6]. Those 

report revealed that the prevalence of diabetes mellitus has in-

creased at 11.6% in 2006 and 17.5% in 2015. Undiagnosed diabe-

tes mellitus become alarming cases where it started to increase 

slowly at 0.8% difference from known diabetes mellitus in 2011 

and continually increase in 2015. According to the newspaper 

report [7], 50% from 3.6 million Malaysians i.e. about 1.8 million 

people are believed to have the T2DM disease where they are not 

yet diagnosed and never have health screening procedure. 

 

 
Fig. 1: Trend of total prevalence for diabetes mellitus aged 18 years and 

above [4][5][6]. 

 

In primary clinical care, binary logistic regression model has been 

applied to investigate related predictors associated with diabetes 

mellitus. There are twelve predictors have been identified by [8] in 

predicting the diabetes or prediabetes mellitus which include age, 

family history of diabetes, marital status, educational level, work 

stress, duration of sleep, physical activity, gender, eating fish, 

drinking coffee, preference for salty food, and body mass index 

(BMI). While, some significant predictors suggested by [9] might 

be indicated to the chances for having diabetes mellitus disease 

were age, BMI, hypertension, dyslipidemia, impaired fasting glu-

cose and impaired glucose tolerance. Another researcher found 

that the significant predictor of BMI category (i.e. who are obese 

about 1.5 to 5 times higher than individuals have normal BMI) is 

strongly associated to the risk of T2DM disease [10]. Thus, this 

research aims to identify the significant predictors in predicting 

undiagnosed T2DM patients using binary logistic regression mod-

el.  
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2. Study Design 

This study used the secondary data from a survey by [6]. This 

report was a household survey conducted by Institute of Public 

Health (IPH) once for every 5 years. Since the focus of this study 

is Perlis, only data collected from that state was applied in this 

research. Among the collected data in the NHMS survey were 

some sociodemographic variables, clinical assessment and life-

style risk factors. The area of study that involved in this research 

is divided into two parts; rural and urban. Kangar area is catego-

rized as urban while other part of Perlis is considered rural areas. 

The target population is referred to NHMS survey [6] that in-

volved all individuals residing in the non-institutional living quar-

ters (LQs). Institutional population such as those staying in hotel, 

hospitals, hostel, etc. were excluded from the survey. A total of 

1814 respondent in Perlis state is included in this study. Based on 

the sampling frame, the two-stage stratified sampling proportion-

ate to the population size was applied in the data collection 

throughout the national level which includes all Federal Territory 

and states in Malaysia. The geographical areas in Malaysia were 

divided into Enumeration Blocks (EBs). The NHMS survey cov-

ered both urban and rural areas for every state in Malaysia. A total 

of 869 EBs sample by state is selected from the total EBs in Ma-

laysia, where 536 EBs urban and 333 EBs rural area. A total of 50 

EBs sample for Perlis state is divided in 25 EBs for urban and 25 

EBs for rural was randomly selected. 

3. Binary Logistic Regression Model 

Binary logistic regression model is widely used to analyze data as 

statistical method for binary response variables (0 and 1) with one 

or more independent variables. This model is less restrictive than 

other techniques [11] and increasingly applied in various field 

such as medical, health, social sciences and education research. 

The potential of logistic regression as predictive model is inevita-

ble for research in detecting, screening and predicting [1], [12], 

[13] the undiagnosed T2DM patients based on the collected in-

formation. In statistics, binary logistic regression is usually used to 

find the best model fitting and to describe the association between 

the dependent and independent variables [14].  

Moreover, binary logistic regression model has been applied by 

[15] to investigate the association between dichotomous depend-

ent variables and one or more independent variables in the nursing 

domain. This model was also applied by [15] to estimate the influ-

ence of some accident factors on severity as the dependent varia-

ble with two categories of fatal or injury. In this paper, it consid-

ered the general binary logistic regression model with multiple of 

explanatory variables. Let k predictors for a binary response varia-

bles Y denote by X1, X2, … Xk. Thus, π(x) represents the condition-

al probability that P(Y=1|x) and 1-π(x) represent the conditional 

probability that P(Y=0|x) These probabilities are written in the 

following equations [14]: 
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The parameter βj refers to the effect of Xj on the log odds that Y=1, 

controlling the other predictors. For example, exp (βj) is the multi-

plicative effect on the odds of a one-unit increase in Xj, at fixed 

levels of the other predictors. 

3.1. Predictors Associated with Undiagnosed T2DM 

The NHMS survey consists of more than twenty parts that related 

to health and morbidity of respondents. However, only three parts 

which are sociodemographic, clinical assessments and lifestyle 

risk factors were included for this study. From these, about twelve 

different predictors were used for identifying which significant 

predictor that can be selected for prediction of undiagnosed T2DM. 

Based on Table 1, T2DM disease (dependent variable) is meas-

ured based on the presence or absence of the T2DM among the 

respondents. Hence, let Y = 1 represent for ‘presence of T2DM’ 

and Y = 0 represent for ‘absence of T2DM’.  

 
Table 1: Description of variables involved in the study. 

Variables Description 
Type of 

variables 

Dependent: 

T2DM dis-
ease 

Undiagnosed T2DM disease in popula-

tion of Perlis state 

 
Binary 

1: Presence 

of T2DM 
0: Absence 

of T2DM 

 
 

Independent: 
  

Gender Male and female Nominal 

Age Between 18 until 75 years and above Scale 

Ethnicity 
Malay, Chinese, Indian, other Bumipu-

tra and other 
Nominal 

Marital Status Never married, married and divorcee Nominal 
Citizen status Malaysian, non-Malaysian Nominal 

Education 

level 
No formal education, primary, second-

ary, unclassified 
Nominal 

Occupation 

status 

 

Government/semi government, private 
employee, self-employed, unpaid work-

er, retiree 

Nominal 

 

 
Physical 
activity 

Active, not active Nominal 

Smoking 

status 
Daily, occasional, former, never smoker Nominal 

Current 
drinker 

Yes, no Nominal 

Height Height of respondent Scale 
Weight Weight of respondent Scale 

   

 

The binary logistic regression model is the most popular predic-

tion model that has been used in field of health science [17]. A 

predictive equation using logistic regression analysis that incorpo-

rated patients’ medical history, blood pressure, blood test, urine 

test and some demographic characteristics such as age, sex, BMI 

and ethnicity as independent variables for prediction of undiag-

nosed diabetes was applied by [13][18]. For this study, the predic-

tive equation using binary logistic regression with multiple differ-

ent predictors are formed.  
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where; 
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Thus, considering all twelve different predictors included in this 

study, the estimated full model of binary logistic regression model 

is as follows, 
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3.2. Selection of Predictors and Statistical Data Analysis 

Before performing the binary logistic regression analysis, the mul-

ticollinearity of the predictor is tested by checking the variance 

inflation factor (VIF) for more than 10 and tolerance value either 

less or equal to 0.1 and. The multicollinearity is checked to fulfill 

the assumption of the binary logistic regression model. Selection 

of significant predictor is implemented in two phases. The first 

phase is the univariate selection and followed by the multivariate 

selection for the second phase. 

For the univariate selection, each predictor will be used to develop 

a univariate binary logistic regression model using twelve differ-

ent predictors. The significant value of each predictor will be 

evaluated. Any predictors with significant value less than 0.05 are 

considered significant (p < 0.05). Once all the significant predic-

tors are identified, the multivariate selection is carried out. Then, 

all the significant predictors will be included in the full model. 

However, all the significant predictors included may not neces-

sarily significantly multivariate. Thus, another predictor is imple-

mented in backward stepwise selection.  

In this case, backward stepwise predictor selection is applied that 

begins with a full model and gradually eliminate any predictor that 

is not significant to the model. Any predictor that has been elimi-

nated before, can be reselected based on the contribution to the 

model. The best-reduced model can be obtained based on the sig-

nificant value of less than 0.05 (p < 0.05). The final binary logistic 

regression model by backward stepwise selection could be mini-

mized the multicollinearity problem and to resolve the overfitting.  

Apart from that, the -2 log likelihoods, Cox and Snell R2 and Neg-

elkerke R2 are also applied in the binary logistic regression model 

to assess and evaluate the overall model. For goodness of fit, the 

Hosmer and Lemeshow’s test also is used to check the fitness of 

the model and the contribution of the predictor to the model. The 

analysis was implemented using the IBM Statistical Package for 

the Social Science (SPSS) Version 20. 

4. Result and Discussion 

The result from univariate selection of undiagnosed T2DM is 

shown in Table 2. The significant predictors are selected based on 

p < 0.05 should be included in the model and its contribution to 

the predictive ability of the model. According to Table 2, it is 

obvious that seven significant predictors are significant. The seven 

significant predictors are gender, age, marital status, education, 

occupation, smoking status and weight. After performing the uni-

variate and multivariate selection, all the seven significant predic-

tors were tested again in backward stepwise selection to identify 

the best significant predictors in predicting the presence or ab-

sence of T2DM among the undiagnosed respondents.  

Table 3 shows the percentage of correct predicted value for de-

pendent variable based on the full model of binary logistic regres-

sion. About 830 undiagnosed T2DM respondents observed that 

absence of T2DM are correctly predicted to be ‘No’ while 127 

undiagnosed T2DM respondents observed absence of T2DM but 

predicted to be ‘1’ are not correctly predicted. By the full model, 

the total percentage of undiagnosed T2DM cases are correctly 

predicted shows the accuracy of 86.7% compare to the null model.  

 
Table 2: Univariate selection of undiagnosed T2DM. 

Variables 

Percentage 

correct of 
predicted value 

(%) 

β0 βi p < .05 

     

X1 – gender 87.4 -1.382 -0.367 0.028 

X2 – age 87.4 -2.849 0.018 0.000 

X3 – ethnicity 87.4 -1.742 -0.150 0.148 

X4 – citizen 87.4 -0.660 -1.259 0.219 

X5 – marital status 87.4 -2.635 0.347 0.029 

X6 – education 87.4 -1.192 -0.280 0.008 

X7 – occupation 87.0 -2.751 0.281 0.001 

X8 – physical activity 87.3 -1.973 0.034 0.853 

X9 – smoking status 87.4 -1.384 -0.169 0.008 

X10 – current drinker 80.0 -21.203 19.986 0.999 

X11 – height 87.2 -3.890 0.012 1.012 

X12 – weight 87.2 -2.881 0.014 0.007 

     

 
Table 3: Classification table: the percentage correct predicted value of 
dependent variable for full model. 

Observed 

Predicted 

 
Percentage 

correct (%) 
 No Yes 

     

Undiagnosed 

T2DM 

No 830 0 100 

Yes 127 0 0 

     

Total percentage (%) - - 86.7 

 

Table 4 presents the statistical test of individual predictors using 

backward stepwise selection. These four significant predictors 

were identified in backward stepwise selection with the significant 

value (p < 0.05). The four identified significant predictors would 

be included in the full model of binary logistic regression for pre-

diction of undiagnosed T2DM. 

Table 5 shows the overall evaluation and goodness of fit test sta-

tistics for the full model using the four selected significant predic-

tors. The full model is predicted the outcome perfectly with the 

Cox and Snell R2 is less than 1. Moreover, the Negelkerke R2 is 

preferred to use which suggested that the model explains 6% of 

the variation in the outcome.  

 
Table 4: Statistical test of individual predictors using backward stepwise 

selection. 

Variables β0 βi p < .05 

    

X2 – age 

-3.868 

0.023 0.003 

X7 – occupation 0.202 0.041 

X1 – gender -0.408 0.048 

X12 – weight 0.013 0.050 

    

 
Table 5: Overall evaluation and goodness of fit statistics. 

Model summary 

-2 Log likelihoods Cox and Snell R2 Negelkerke R2 
717.464 0.033 0.060 

Goodness of fit: Hosmer & Lemeshow test 

χ2 df p >.05 

9.843 8 0.276 

 

For assessing the goodness of fit of the model, the number of like-

lihood less than 1 is explained how good the model fits to the data. 

If the model fits perfectly, the likelihood = 1 and -2 loglikelihood 

(-2LL) = 0. In our model, -2LL = 717.464 shows the value is far 

from zero that it is difficult to make a statement. However, the 

Hosmer and Lemeshow’s test were checked and indicated as a 
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good fit to the model (p > 0.05). Thus, the result from the Hosmer 

and Lemeshow’s test shows that the full model was fit well to the 

data with χ2(8) = 9.843 (p > 0.05).  

5. Conclusion 

This study intended to identify the significant predictors in pre-

dicting of undiagnosed T2DM in one of the highest prevalence of 

diagnosed T2DM. Moreover, this study is very important for the 

healthcare authorities to overcome the problem of undiagnosed 

T2DM and help in providing care for the people who newly diag-

nosed. As a result, four significant predictors (age, gender, occu-

pation and weight) are identified and useful for prediction of undi-

agnosed T2DM patients. The four significant predictors were 

identified are associated with undiagnosed T2DM will be recom-

mended for the future research. 
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