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Abstract 

 
The major objective of Software Requirements Specification (SRS) is providing sufficient information for software developers to build 
software product successfully. However, the current features of natural language hinders processing and analysis of requirements due to 

its ambiguous nature. Over the years, many Natural Language Processing (NLP) approaches were emerged to tackle this problem to 
detect errors or extract useful information from requirements documents. In this paper, a review of these approaches has been represented 
to reveal the role of NLP in requirement engineering and depict the current dilemma of SRS processing. 

 
Keywords: natural language processing, software requirements specification, requirements methods 

 

1. Introduction 

A successful software product depends largely on how well the 

requirements have been understood and transformed into relevant 
functionalities in the software(Shah & Jinwala, 2015). A 
requirement can be defined as a property that a system must 
exhibit for meeting the system's motivating need (Dube & Dixit, 
2010).Requirements specification is the process of documenting 
user and system requirements (Robie, Baharom, & Mohd, 2014). 
The output of requirements specification is SRS document which 
serves as a fundamental repository of all requirements stated by 

customers.Furthermore, it is indispensable reference to every stage 
in Software Development Life Cycle (SDLC). Mapping functional 
requirements first to specifications and then to code is a  

 
challenging task in software engineering(Diamantopoulos et al., 
2017). Hence, SRS has to provide sufficient information for 
software developers in order to gain a deep understanding about 
the proposed functionalities of software. A SRS document tends to 

follow a previously defined template (see Figure 1). This template 
represents the structure of the document including chapters and 
sections and equipped with supplementary practical guidelines 
(Rodrigues et al., 2014). Nigam et al. (2012) stated that SRS is the 
primary vehicle for agreement between the software developers 
and customers and it is the basis for judging fulfilment of 
contractual obligations. As a consequence, this agreement has to 
reflect a clear understanding of the requirements in unambiguous 

manner. 
 

 

 
Fig. 1: Software requirements specification outline (ISO/IEC/IEEE, 2011) 

 

Requirements are considered as an input to design, 
implementation and validation phase of software product 
development (Hussain, Mkpojiogu, & Kamal, 2016).  
 

For this reason, the ongoing concern in writing a requirements 
document is to make a balance between two important aspects, the 
need to make the requirements amenable to processing and the 
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need to make the requirements document in a readable format 
(Hull et al., 2010).  
Achieving this balance will help to avoid miscommunication 
among stakeholders and misinterpretation of requirements. 
Moreover, this balance will facilitate and accelerate the agreement 
between the customers and software developers regarding 
implementing what is written in SRS. The acceleration of 
agreement will lead to higher productivity in SDLC and contribute 

to reduce time and decrease cost. As a result, the specification 
language has to fulfill the aforementioned two criteria for 
increasing the productivity and producing precise query to 
software developers. 

2. Literature Review 

Since, natural language is widely understood by stakeholders, it is 
used as a common way for representing requirements. 
Representing requirements in natural languagesuffers from 
potential problems like ambiguity, inconsistency and 
incompleteness. A systematic literature review in the last two 
decades from 1995 till 2016 shows that collecting ambiguous 
requirements is one of the highest critical challenges in software 
engineering (Bin et al., 2016).Since the advent of software 

engineering, researchers used formal and semi-formal methods to 
overcome this problem. However, even when formal and semi-
formal languages are used, there is no escape from natural 
language as the initial requirements are written in natural language 
(Kamsties, 2005). The consequences of ambiguous requirements 
will lead to excessive efforts, high cost and failure in some 
software projects. For example, software developers might decide 
a subjective interpretation of requirements based on their point of 

view. Ferrari et al., (2014) argued that this subjective 
interpretation leads to designing software in a different way from 
what was intended in the requirements. 
For several decades, SRS processing and analysis has been the 
focus of research in software engineering discipline. Since natural 
language is ambiguous, a computer cannot provide full support to 
analyze SRS in an automatic fashion. Consequently, the analysis 
of SRS is conducted manually which consumes time, effort and 
cost.  Most importantly, the manual analysis of 

requirementsresults in inefficiency and imprecise results (Wang, 
2016). The problem will be more obvious and critical when 
software projects involve thousands of requirements and hundreds 
of SRS documents. Conducting verification of thousands of 
requirements via humans will become extremely expensive 
(Fanmuy et al., 2014). Generally, the primary source of problems 
in requirement engineering is reliance on humans extensively 
(Ahmed, 2018). This discussion leads to the importance of finding 

an automatic way for processing SRS.NLP was used as a possible 
solution to resolve ambiguity and to provide valuable information 
to the intended software developers. Ryan (1993) argued that:” It 
is highly questionable that the resulting system from NLP would 
be of great use in requirements engineering”. Nazir et al. (2017) 
conducted a systematic literature review on NLP applications for 
software requirement engineering, he concluded that: “Manual 
operations are still required on initial plain text of software 

requirements before applying the desired NLP techniques”. In this 
paper, a complementary review is conducted to understand the 
role of NLP in the context of requirement engineering.  

3. Methodology 

A review of multiple resources in current literature is conducted to 

answer the questions of this paper. The objective of this study is to 
answer the following two questions: 
Q1: What are the current practices ofNLP in SRS processing? 
Q2: What are the current limitations of NLP in SRS processing? 

4. Current Practices of Software Requirements 

Specification Processing  

Abbott (1983) has been credited with his pioneering work in 
developing an informal strategy to derive the output as per object 
oriented concepts. In this strategy, data types are suggested by 
common nouns, objects are referenced by proper noun and 
reference, control structures are suggested by using if, then, else, 
for, do, until and when. (Booch, 1986) developed a method that 
extended Abbott’s approach and emphasized on creating an 
interface of object to draw a boundary between the inside view 

and the outside view of object. Abbott (1983) and Booch (1986) 
concluded that it is not a purely mechanical process to transform 
their informal strategy into a formal program and it requires a 
great deal of background knowledge for the process of 
transformations. This means that human intervention was still 
necessary to identify words that are suitable for generating object 
models. 
Currently, researchers strived to extract information from SRS by 

developing methods that rely on NLP.  NLP is the computerized 
approach to analyzing text and being a very active area of research 
and development (Reshamwala et al., 2013). Current approaches 
use many techniques to achieve two main objectives. The first 
objective is to detect defects in SRS such as Körner and Brumm 
(2009), Huertas (2012) and Rago et al. (2016). The second 
objective is to generate Unified Modeling Language (UML) 
diagrams from SRS such as Ilieva and Ormandjieva (2005), 

Kothari (2012), MacDonell et al. (2014), Landhaußer et al. (2014), 
Elallaoui et al. (2015), Gulia and Choudhury (2016), Iqbal and 
Bajwa (2016), Vemuri et al. (2017) and Diamantopoulos et al. 
(2017).  
The vast majority of current approaches relied upon unrestricted 
natural language in combination with using Part of Speech (POS) 
technique. The essential purpose of  POS is  to conduct a semantic 
analysis which includes assignment of one or more tags to each 
word in a sentence (Tripathy & Rath, 2014). These tags identify 

the grammatical category of each word and consider the categories 
of words as counterparts to other terminologies in object oriented 
language. For instance, nouns represent objects and verbs 
represent functions. Ilieva and Ormandjieva (2005)proposed a 
methodology via using POS to organize sentences in groups and 
built a semantic network from these groups to transform 
requirements into object oriented model. Huertas (2012) 
developed a tool called Natural Language Automatic Requirement 

Evaluator (NLARE). This tool used a set of defined rules as well 
as regular expressions to look for problems like ambiguity, 
incompleteness, and atomicity on functional requirements 
specifications. Kothari (2012) developed a tool called Natural 
language Processing for Class (NLPC) to obtain basic elements of 
a class diagram from natural language requirements. MacDonell et 
al. (2014) developed a system which is composed of three 
modules with a user interface. The functionality of this system 

relies upon syntax parsing each sentence by NLP tool to extracts 
all unique noun terms.A drawback of this system is that the 
syntactic parser can produce ambiguous parse trees of each 
sentence. 
Some approaches relied on Semantic Role Labeling (SRL) in 
addition to POS to assign relations in sentences (i.e., who did what 
to whom)  such as Körner and Brumm (2009) and Landhaußer, 
Korner and Tichy (2014). Körner and Brumm (2009)created a tool 

called Requirements Engineering Specification Improver (RESI). 
The main objective of RESI is to support requirement analysts via 
checking for linguistic defects in specifications and to offer a 
dialog-box to make suggestions for improving the text. RESI 
made use of NLP tools in addition to ontological reasoning for 
detecting linguistic defects like distortion and incompletely 
specified process words. Landhaußer, Korner and Tichy (2014) 
extended the functionality of RESI via automatic UML models 
generation and change impact analysis. An obvious limitation of 
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using SRL is the generality of semantic representation (Ludwig et 
al., 2018). This generality cannot produce efficient information in 
the context of sophisticated discipline like software engineering. 
Elallaoui et al. (2015) created syntax of user stories and used POS 
for extracting the primary elements of every user story like Actor, 
Action and Benefit. Then, an algorithm was developed to generate 
the sequence diagrams as an output for every sentence in user 
stories. Rago et al. (2016) developed an approach called 

Requirement analyzer with sequence Aligner (ReqAligner). The 
purpose of this approach is to aid analysts to detect duplicate 
functionalities in use cases in an automated fashion. Gulia and 
Choudhury (2016) focused on generating sequence diagram and 
activity diagram from requirements specification. In this approach, 
POS technique was used to tag words and two algorithms were 
developed to generate activity diagram and sequence diagram. 
Vemuri et al. (2017) developed a tool for learning from patterns in 

requirements and applying a probabilistic approach in order to 
simplify identification of actors. Diamantopoulos et al. (2017) 
used many techniques in conjunction with POS like tokenization, 
lemmatization and dependency parsing to semantically annotating 
functional requirements. Tokenization separates the sentence to 
identify tokens, lemmitization determines the uninflected base 
forms of words and dependency parsing determines the 
grammatical relations that exist between two words.  

Although NLP has many advantages in many fields, it is not 
efficient in the context of SRS. Taking into consideration that 
NLP algorithms are restricted by processing only the information 
that they can see (Cambria & White, 2014). In a similar vein, 
Gupta et al. (2013) declared that POS technique cannot produce a 
precise query in the context of software engineering. This is quite 
true, since the functionality of POS is to discover the grammatical 
category of each word in specification written in natural language, 
it is difficult to represent the exact terminologies in object oriented 

programming which differs from the general usage of unrestricted 
natural language. Normally, customers have a great deal of 
freedom to express their needs without restriction on their use of 
natural language. As a result, there is undesirable consequence 
resulted from using unrestricted natural language.  In essence, the 
final analysis of natural language sentence using NLP may not 
give correct result (Osborne & Macnish, 1996). Also, this analysis 
produces inaccurate or incomplete models that need validation and 

extensive manual revision (Selway et al., 2015).  
On the other hand, Iqbal and Bajwa (2016) developed a method to 
generate UML activity diagram from Semantics of Business 
Vocabulary and Rules (SBVR). SBVR  is created by Object 
Management Group (OMG) as a standard to produce controlled 
representation of English language for documenting business 
specifications (OMG, 2017). However using SBVR is still an 
onerous task to define a complete set of rules and concepts 

governing a business (Selway et al., 2015;Nemuraite et al., 2010). 
Selway et al. (2015) noticed that manual interpretation of the 
business specification written in SBVR is required and the 
involvement of technical experts remains necessary. Wang (2016) 
and Landhaußer et al. (2014) reported that using controlled 
language still not practical for using it in SRS. This was driven by 
the difficulty of applying controlled language in existing SRS 
documents and the limited freedom of representation of 

requirements.  

5. CurrentLimitations of Natural Language 

Processing 

Although, there has been a substantial amount of research 
concerning using NLP in software engineering, there are still 
critical limitations. Bano (2015) conducted a mapping study and 
stated the following observations. Firstly, the software engineering 
research community has not paid enough attention regarding the 
empirical evaluation of NLP tools and techniques for addressing 
ambiguity in requirements. Secondly, the researchers have focused 

more on detection of ambiguity whereas avoiding or resolving 
ambiguity has been largely neglected in empirical work (Bano, 
2015).  Moreover, Umber and Bajwa (2011) argued that there is 
no appropriate approach or tool for providing an automatic mean 
of removing or minimizing ambiguity in natural language. From 
the aforementioned observations, it is quite evident that ambiguity 
has to be handled initially via representation of requirements in a 
machine-readable format. This representation will ensure 

consistent use of terminologies and results in accurate 
transformation of requirements into models. 

6. Conclusion 

NLP does not have the capability to produce efficient and reliable 
result that can encourage software community to make more 

investment in this research area. In order to use NLP efficiently, it 
is important to use a controlled natural language with 
comprehensive syntax and predefined static semantics. 
Developing controlled language in a usable way with the 
assistance of interactive tools will be highly useful to requirement 
engineer and help to reduce time of repetitive work. Most 
importantly, this will helpto extract information precisely 
andproduce high-quality software product.  
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