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Abstract 
 
Virtual finger model is commonly used in many applications for stroke fine motor rehabilitation especially in Virtual Reality (VR) appli-
cations. Capturing movement data for fingers is one of the important phases in any virtual fine motor rehabilitation process. Manual ob-
servation provides inconsistent evaluation given by different therapists for different rehabilitation sessions. Although the process of cap-
turing data is performed, without time series of captured data, the data will not have a significant impact in producing consistent and 

meaningful evaluation. Furthermore, the consistency of the assessment of rehabilitation sessions will deliver more robust rehabilitation 
progress analysis. This data is very useful when paired with time information which can be analyzed to produce optimal evaluation. This 
paper proposes Time-based Simplified Denavit-Heartenberg Translation (TS-DH) consisting of forward kinematic with simplified DH 
parameter for capturing coordinate of end of each bone from virtual finger model paired with timeframe data. The DH model is enhanced 
by implementing 2 additional rules in assigning joint parameter. The data will be recorded with timeframe of every finger movement. As 
a conclusion, TS-DH model can be used in any virtual finger environment accurately.  
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1. Introduction 

Treatments for stroke are different for each patient based on the 
rate and type of stroke. Stroke treatment can be categorized into 
three phases; prevention, acute management and rehabilitation as 
well as secondary prevention [1]. The main goal of treatment is to 

help stroke patients to develop self-confidence and become as 
self-sufficient as possible.  
Stroke rehabilitation is needed to improve neuro-motor recovery 
and upper limb impairment by assessing the patient for rehabilita-
tion planning, to observe clinical course and evaluate the rehabili-
tation result [2]. Common condition of upper limb disability is 
disorder of motor actions coordination comprising of reaching and 
grasping [3]. Fine motor especially hand segment loses its motion 

function easily and the most crucial section to recover in any 
stroke attack [4].  
Hand recovery can be categorized as the main recovery objective 
because of most of the activities of daily life (ADL) use hand 
functionality such as feeding, drinking and dressing, and normally 
if the patient cannot recover their fine motor skills after six 
months, the chance of recovery is very poor [5].  
Hand movement can be shown by transformations of coordinate 

frame. Many methods were established for representation of kin-
ematic modelling such as Denavit-Hartenberg (DH) notation, 
Screw theory expression and Lie Algebra. The most famous and 
broadly used method for kinematic representation is Denavit-
Hartenberg (DH) [6]. DH parameter is needed when kinematic 
model has open-loop chains and a high number of DOFs [7]. Co-
ordinate of the frame can be found by using forward kinematic. 

DH parameters method will define the link and its relations to the 
next and previous link [8].  
The transformation the following four parameters known as DH 
parameters [9, 10] is as follows; 

1. d : displacement along Zn-1 (distance between link/link offset) 

2. θ : rotation around Zn-1 (joint angle) 

3. r or 𝑎: displacement along Xn (link length) 

4. α : the angle between Zn and Zn−1 around Xn (link twist) 

 
DH parameter can be captured in any software application provid-
ed that supply parameters that needed. One of the common tech-

nology to assist rehabilitation session is Virtual Reality (VR). 
Stroke rehabilitation technique can gain direct benefit if using VR 
as assistive technology in pursuit of patient recovery efficiency. A 
stroke rehabilitation therapist can use VR application as comple-
ment method to achieve a better result in post-stroke rehabilitation 
[11, 12] and ease healthcare service burden [13].  
In developing any rehabilitation application, the need of construct-
ing a virtual model is very important to capture real hand progress 

that will be translated into structured data. It will help the applica-
tion developer to obtain a properly captured parameter to evaluate 
rehabilitation progress or performance. While most of the recent 
virtual reality applications for stroke rehabilitation are using au-
tomated process to capture progress data, there are still researchers 
at present who are still using manual observation to evaluate the 
rehabilitation process [14-17]. 
Data been captured without proper time sequence will provide 

only a large set of data with no significant impact. It is important 
to synchronize data between sequence of collected data in time 
ordered to provide utility for both data arrangement system and 
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the user [18]. Time can be used to capture data trends, recognizing 
patterns and correlation in the data [19]. 
This paper is organized as follows. In section 2, the method of 
assigning DH parameters for finger bone structure is established. 
In section 3, the proposed model for Time-based Simplified De-
navit-Heartenberg Translation (TS-DH) is presented. The experi-
mental results of calculation using TS-DH model by using index 
finger parameter is also presented in section 4. Finally, our work 

in this paper is summarized in the last section.  

2. Constructing full transformation matrix 

from DH parameters 

2.1. Step 1: Assigning parameters to finger joint 

Based on finger bones structure, all DH parameters will be identi-
fied and assigned. There are four rules to be considered when 
using DH in assigning joint parameter as follows: 
1. Z-axis is in direction of the joint axis 
2. X-axis is perpendicular to both Zn and Zn-1 

3. Y-axis is in right hand rule 
4. Xn axis must intersect the Zn-1 axis 

 
Fig. 1: DH Parameter details by using example of index finger. 

 
Each of joint will be assigned 𝒅  as distance between link/link 

offset) along 𝒁𝒏−𝟏, 𝜽 as joint angle around 𝒁𝒏−𝟏, 𝒓 as link length 

along 𝑿𝒏 , 𝜶 as (link twist) around 𝑿𝒏 . 

 
Table 1: DH Parameter by using example of index finger 

Joint (n) 𝜽𝒏 𝜶𝒏 𝒅𝒏 𝒓𝒏 

1 𝜃1 0 0 𝒂𝟏 

2 𝜃2 0 0 𝒂𝟐 

3 𝜃3 0 0 𝒂𝟑 

4 𝜃4 0 0 𝒂𝟒 

Table 1 shows DH parameters that have been assigned in Figure 1. 
All 4 DH parameters will be grouped by joint. 

2.2. Step 2: Integration on each parameter into full 

transformation matrix 

After Table 1 is produced, the parameter will be integrated into 

transformations matrix. The matrices associated with these opera-
tions are two translations and two rotations.  

 
1. Translation matrix for 𝒅 : distance between link/link offset) 

along 𝒁𝒏−𝟏 

 

Translation Z
n-1
(d

n
)=[

1 0 0 0

0 1 0 0

0 0 1 dn

0 0 0 1

]                                              (1) 

 
2. Rotation matrix for 𝜃: joint angle around 𝒁𝒏−𝟏 

 

Rotation Z
n-1
(θ

n
)= [

cos(θ
n
) - sin(θn) 0 0

sin(θ
n
) cos(θ

n
) 0 0

0 0 1 0

0 0 0 1

]                             (2) 

 

3. Translation matrix for 𝒓: link length along 𝑿𝒏 

 

Translation X
n
(r

n
)= [

1 0 0 rn

0 1 0 0

0 0 1 0

0 0 0 1

]                                             (3) 

 

4. Rotation matrix for 𝛼: (link twist) around 𝑿𝒏 

 

Rotation Xn(αn)  =  [

1 0 0 0
0 cos(αn) − sin(αn) 0

0 sin(αn) cos(αn) 0
0 0 0 1

]                   (4) 

 

 
Thus, full transformation matrix from Joint 𝑇𝑛−1 to 𝑇𝑛: 

 

Tn
n−1 = TranslationZn−1(dn).RotationZn−1(θn)                  

            . TranslationXn(rn). RotationXn(αn)                             (5) 

 

[
 
 
 cos (θn) - sin(θn). cos (𝛼𝑛) sin(θn) . sin(αn) rn. cos(θn)

sin(θn) cos(θn). cos (𝛼𝑛) - cos(θn) . sin(αn) rn. sin(θn)

0 sin(αn) cos(αn) dn

0 0 0 1 ]
 
 
 

  (6) 

 
The multiplication operation on each frame matrix to produce 

representation of end-effector of the finger is  
 

T4
0 = T1

0 . T2
0 . T3

0 . T4
0                                                            (7)  

3. Proposed model for time-based simplified 

DH translation (TS-DH) model 

This proposed model is constructed from two components; Sim-
plified DH translation model and Time frame block. 

3.1. Simplified DH Translation model 

The model that is represented in virtual model is not strictly bound 
to real world mechanical design of joint. In virtual model, joints 
are modelled in a straight line. 
Therefore, in assigning parameter in Simplified DH translation 

model, 𝑑 and 𝛼 parameter are constantly valued to zero. 

 

Step 1: Add 2 more rules to normal DH rules 
 

 𝑑 is 0, no displacement along 𝑍𝑛−1 

 𝛼 is 0, no the angle between 𝑍𝑛and 𝑍𝑛−1 around 𝑋𝑛. 
 

Tn
n-1

=[

cos(θn) - sin(θn) 0 rn. cos(θn)

sin(θn) cos(θn) 0 rn. sin(θn)
0 0 1 0

0 0 0 1

]                                (8) 

 

Above is a calculated full transformation matrix with 𝑑  and 𝑎 

value set to 0. Full Transformation Matrix can be separated in to 
two main operations; rotation and translation. 
 
Rotation 

=[
cos(θn) - sin(θn) 0

sin(θn) cos(θn) 0

0 0 1

]                                                               (9) 

 

 

Translation = [
rn. cos(θn)

rn. sin(θn)
0

]                                                         (10) 
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Step 2: Each effector for each joint will be measured from 

wrist and translation data will be used. 
 

 𝐴𝑛 0 will represent as transformation matrix from wrist to n joint 

meanwhile 𝑥𝑦𝑧𝑛  will represent as translation of end effector for 

each joint. 

 

Step 2.1: The measurement from Wrist to MCP = 𝐴1
0  = 𝑇1

0
 

 
0A1 

= [
Rotation1 xyz1

0 0 0 1

]                                                         (11) 

 
Then, the formula for X axis translation 𝑥1 = r1. cos(𝜃1) and for-

mula for Y axis translation 𝑦1 = r1. sin(𝜃1) which can be formed 

as 

xyz1= [
x1

y1

0

]                                                                                       (12) 

 

Step 2.2: The measurement from Wrist to PIP = 𝐴2
0  =  𝑇1

0 . 𝑇2
1

 

 
0A2 

=

[
Rotation2 xyz2

0 0 0 1

]                                                          (13) 

 
Then, the formula for X axis translation  

 

x2= ((cos(θ1)).(r2. cos(θ2)))+((- sin(θ1)).(r2. sin(θ2))) 

         +((r1. cos(θ1)))                                                                     (14) 

 
and formula for Y axis translation 

 
y2= (( sin(θ1) ).(r2. cos(θ2) ))  

      + ((cos(θ1)). (r2. sin(θ2))) + ((r1. sin(θ1)))                    (15) 

 

which can be formed as 𝒙𝒚𝒛𝟐 = [
𝑥2
𝑦2
0

] 

 

Step 2.3: The measurement from Wrist to DIP = 𝐴3
0  = 

𝑇1
0 . 𝑇2

1 . 𝑇3
2

 

 

0A3 =[
Rotation3 xyz3

0 0 0 1

]                                               (16) 

 

Then, the formula for X axis translation  
 

x3 = ((((cos(θ1)).(cos(θ2))) 

         + ((- sin(θ1)).(sin(θ2)))).(r3. cos(θ3) )) 

         + ((((cos(θ1)).(- sin(θ2))) 

         + ((- sin(θ1)).(cos(θ2)))).(r3. sin(θ3) )) 

+((((cos(θ1)). (r2. cos(θ2))) 

+((- sin(θ1)). (r2. sin(θ2))) 
+((r1. cos(θ1)))))                                                                        (17) 
 

and formula for Y axis translation 
 

y3 = (((( sin(θ1) ).( cos(θ2) )) 
+(( cos(θ1) ).( sin(θ2) ))).(r3. cos(θ3) )) 
+(((( sin(θ1) ).(- sin(θ2) )) 
+(( cos(θ1) ).( cos(θ2) ))).(r3. sin(θ3) )) 

+(((( sin(θ1) ).(r2. cos(θ2) )) 
+(( cos(θ1) ).(r2. sin(θ2) )) 
+((r1. sin(θ1) ))))                                                                          (18) 

 

which can be formed as 𝒙𝒚𝒛𝟑 = [
𝑥3
𝑦3
0

]                                         (19) 

 

Step 2.4: The measurement from Wrist to Fingertip = 𝐴4
0 = 

𝑇1
0 . 𝑇2

1 . 𝑇3
2 . 𝑇4

3  

 

0A4 =[
Rotation4 xyz4

0 0 0 1

]                                                (20) 

 
Then, the formula for X axis translation  

 

x4= 

(

 
 
 

(

 
 

((((cos(θ1)).(cos(θ2)))

+((- sin(θ1)).(sin(θ2)))).( cos(θ3) ))

+((((cos(θ1)).(- sin(θ2)))

+((- sin(θ1)).(cos(θ2)))).( sin(θ3) )))

 
 

.(r4. cos(θ4))

)

 
 
 

 

      +

(

 
 
 

(

 
 

((((cos(θ1)).(cos(θ2)))

+((- sin(θ1)).(sin(θ2)))).(- sin(θ3) ))

+((((cos(θ1)).(- sin(θ2)))

+((- sin(θ1)).(cos(θ2)))).( cos(θ3) )))

 
 

.(r4. sin(θ4))

)

 
 
 

 

     +

(

 
 
 
 
 
 
 
 

(

 
 
 
 
 
 
 
 

((((cos(θ1)).(cos(θ2)))

+ ((- sin(θ1)).(sin(θ2))) ).(r3. cos(θ3) ))

+(( ((cos(θ1)).(- sin(θ2)))

+ ((- sin(θ1)).(cos(θ2))) ).(r3. sin(θ3) ))

+((((cos(θ1)).(r2. cos(θ2)))

+ ((- sin(θ1)).(r2. sin(θ2)))

+((r1. cos(θ1) )))) )

 
 
 
 
 
 
 
 

)

 
 
 
 
 
 
 
 

                                                                                                                                 

(21) 
 

and formula for Y axis translation 
 

𝑦4= 

(

 
 

(

 

(((( sin(θ1) ).( cos(θ2) ))

+(( cos(θ1) ).( sin(θ2) ))).( cos(θ3) ))

+(((( sin(θ1) ).(- sin(θ2) ))

+(( cos(θ1) ).( cos(θ2) ))).( sin(θ3) )))

 .(r4. cos(θ4))

)

 
 

 

        +

(

 
 

(

 

(((( sin(θ1) ).( cos(θ2) ))

+(( cos(θ1) ).( sin(θ2) ))).(- sin(θ3) ))

+(((( sin(θ1) ).(- sin(θ2) ))

+(( cos(θ1) ).( cos(θ2) ))).( cos(θ3) )))

 .(r4. sin(θ4))

)

 
 

 

       +

(

 
 
 
 
 

(

 
 
 
 

(((( sin(θ1) ).( cos(θ2) ))

+ (( cos(θ1) ).( sin(θ2) ))).(r3. cos(θ3) ))

+(((( sin(θ1) ).(- sin(θ2) ))+

(( cos(θ1) ).( cos(θ2) ))).(r3. sin(θ3) ))+ 

(((( sin(θ1) ).(r2. cos(θ2) ))

+(( cos(θ1) ).(r2. sin(θ2) ))+((r1. sin(θ1) )))))

 
 
 
 

)

 
 
 
 
 

           (22) 

 

which can be formed as 𝒙𝒚𝒛𝟒 = [
𝑥4
𝑦4
0

]                                         (23) 

3.2. Time frame block 

Each finger will represent 4 end effectors to each 4-links joint 

with angle and XYZ axis information for every second. Each fin-
ger join will be represented with 4 End-Effector from Link 1 
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(Wrist to MCP), Link 2 (Wrist to PIP), Link 3 (Wrist to DIP) and 
Link 4 (Wrist to Fingertip). Each of Link translation and angle 
will be recorded based on time frame by finger joint.  

4. Results and discussion 

Let’s say we use Wrist to Fingertip measurement calculation for 

index finger as example 𝑥𝑦𝑧4 = [
𝑥4
𝑦4
0

] . The example values for 

link length(r) in milimeter for joint A1 (Wrist to MCP) is 90mm, 

joint A2 (MCP to PIP) is 35mm, joint A3 (PIP to DIP) is 25mm 
and joint A4 (DIP to Fingertip) is 25mm (see Table 2). All exam-
ple values for joint angle (θ) in degree ° will be assumed having 

the same value grouped on time frame. For this example, we will 
use 5° and will be converted into radian to be calculated in formu-

la. So, the result will be 𝑥𝑦𝑧4 = [
171.77
28.94

0
]. 

 
Table 2: Collected Data using (TS-DH) Model for Index finger 

Joint r(mm) θ (°) X axis Y axis Time Frame 

(second) 

A1 90 5 89.66 7.84 1 

A2 35 5 124.13 13.92 1 

A3 25 5 148.27 20.39 1 

A4 25 5 171.77 28.94 1 

B1 90 7 89.33 10.97 2 

B2 35 7 123.29 19.44 2 

B3 25 7 146.63 28.39 2 

B4 25 7 168.7 40.13 2 

C1 90 12 88.03 18.71 3 

C2 35 12 120.01 32.95 3 

C3 25 12 140.23 47.64 3 

C4 25 12 156.96 66.22 3 

Table 2 shows TS-DH model result if joint angle added with value 
of 7° (for B1 to B4) and 12° (for C1 to C4) paired with time frame 

for next 2 second reading. Data will be differentiated by finger 
type and time frame. Every time there is a frame in every link, X 

and Y axis will be calculated based on joint angle (𝜃) and link 
length (𝑟) provided by application.  

 
Fig. 2: Four joints of index finger XY axis movement grouped by 

timeframe for each three second. 

 
Figure 2 shows the index finger movement of four joint grouped 
by timeframe 1 to timeframe 3. A1, A2, A3 and A4 are the joint 
numbers for timeframe 1. B1, B2, B3 and B4 are the joint num-
bers for timeframe 2. C1, C2, C3 and C4 are the joint numbers for 
timeframe 3.  

The Y axis represents vertical finger movement and the X axis 
represents horizontal finger movement. The graph can be evaluat-
ed as a progress effort for all four joint of index finger by the 
stroke patient.  

5. Conclusion  

In conclusion, the TS-DH could be a solid model to be imple-
mented in a variety of virtual reality applications with only two 
main variables needed to be supplied; length of finger bone and 
joint angle. The result in Figure 2 shows clean and solid coordi-
nate output that can be used to measure rehabilitation progress. 

This model could be a standard for virtual reality joint coordina-
tion evaluation for fine motor stroke rehabilitation.  
In the future, TS-DH could be improved by extending detection 
from wrist to shoulder. A future study would be needed to explore 
the use of TS-DH on fine and gross motor combination coordina-
tion for upper extremity rehabilitation progress evaluation. 
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