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Abstract 
 

This paper presents a proposed supervised classification technique namely partial histogram Bayes (PHBayes) learning algorithm. Con-

ventional classifier based on Gaussian function has limitation when dealing with different probability distribution functions and requires 

large memory for large number of instance. Alternatively, histogram based classifiers are flexible for different probability density func-

tion. The aims of PHBayes are to handle large number of instances in datasets with lesser memory requirement, and fast in training and 

testing phases. The PHBayes depends on portion of the observed histogram that is similar to the probability density function. PHBayes 

was analyzed using synthetic and real data. Several factors affecting classification accuracy were considered. The PHBayes was com-

pared with other established classifiers and demonstrated higher accurate classification, lesser memory even when dealing with large 

number of instance, and faster in training and testing phases. 
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1. Introduction 

Large databases that are dynamically changing in which new in-

formation and classes are constantly added poses great challenge 

to many machine learning algorithms to perform classification 

tasks. This situation always occurs in many applications like im-

age and data classification, robotics, and many others. Recent 

advances in the robotic technology requires not only fast and accu-

rate classifier, but also a classifier that can learn newly added in-

formation. However, with the abundant quantity of information 

that the robot need to learn, it may hinder the learning progress of 

the robot [1]. Applications that involve a stream of data have a 

tendency to expand the size of its database and this may reduce the 

accuracy and learning rate of the classifier [2].  

Classifiers like artificial neural network (ANN) depends on the 

complexity of its structure, such as number of nodes, hidden layers, 

and activation function [3] to deal with large databases. The draw-

back of the ANN is that every time new information or classes are 

added, retraining is required, which can slow down the learning 

capabilities of the ANN [4]. Therefore, ANN seems to have seri-

ous limitation for large databases classification.   

 A distance based classifier like supper vector machine (SVM) 

needs to learn all the support vectors using two different strate-

gies: one versus one and one versus rest. For large databases, the 

number of support vectors are large, which make the learning 

phase of the SVM as a very time consuming process [5-8]. More-

over, with new addition of information and classes, the SVM need 

to be retrained. For the distance based classifier, 1st Nearest 

Neighbour (1stNN) can produce high accurate classification even 

for large number of instance [9-11]. The disadvantage of 1stNN is 

that it suffers from curse of dimensionality, especially in applica-

tions involving large number of instance because the computation-

ally effort is expensive [12]. The 1stNN keeps s number of training 

instance, and each instance contains n features. Therefore, the 

memory requirement for the 1stNN is only sn. The improvement of 

the 1stNN have been reported in many works [11-16] to enhance 

the accuracy and speed of classification. The speed during testing 

phase of the 1stNN can be improved by considering multiple pro-

totype of classes as in Nearest Subclass Classifier (NSC) [10]. In 

general, to find the prototype, a clustering technique like k-means 

can be used. Nearest Class Mean (NCM) is a type of NSC but 

with only one prototype to represent a class probability density. In 

comparison, NSC is faster than 1stNN during the testing phase, but 

slower during the training phase. NCM is generally fast during 

training and testing phases because it only calculates the a testing 

instance and the prototype [5, 10, 12]. NCM tends to generalize 

well for the base configuration [17]. If the class probability densi-

ty is spread wider, the accuracy of NCM deteriorates. The memory 

capacity of the NSC consists of sn and subclass means, mn, where 

m is the number of subclass or prototype. Since NCM only meas-

ure the nearest class mean to a testing instance, the NCM memory 

is only n, which is smaller than that of the 1stNN and NSC. 

Classifiers that are based on Bayesian classification like a simple 

Naïve Bayes (NB) represents a class feature probability density 

using only a single Gaussian function [18]. NB assumes that the 

distribution of the class density is Gaussian, thus allowing fast and 

accurate classification. However, if the distribution is non-

Gaussian [9], the accuracy of NB decreases. The memory capacity 

of the NB is double than the NCM because NB needs to keep 

information about the class mean and variance. Gaussian Mixture 

Model Classifier (GMMC) represents the class feature probability 

density using mixture of Gaussian. Expectation maximization 

(EM) is used to estimate the parameters of the GMMC [19]. As 

the EM requires iterative procedure, the training phase of the 

GMMC is relatively slow [20-23]. Flexible Naïve Bayes (FNB) 

represents the class feature probability density using kernel densi-

ty estimation [24-25]. The most widely used kernel is a Gaussian 
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kernel [26]. FNB that uses Gaussian kernel is similar to GMMC 

because both approach use multiple Gaussian as a representation 

of a class feature probability density. Both FNB and GMMC are 

slower than NB but their accuracy is higher than that of the NB. 

Because GMMC involves of mixture of Gaussian, its memory 

capacity consists of all the training instances, sn, the class means, 

mn, and the variances, mn. Altogether the memory for the GMMC 

is n(s+2m), which is larger than the previously mentioned classifi-

ers.   

For applications involving large databases, ANN, SVM, and 

1stNN, NSC, and NCM are considered as slow techniques. Bayes-

ian based technique like NB, GMMC, and FNB are more suitable. 

In a previous work [27], our proposed PHBayes demonstrated 

faster and more accurate classification compared to NB, GMMC, 

1stNN, and NCM. PHBayes need not to keep the number of in-

stance in its memory, but it requires a memory space for the prob-

ability density of the observed histogram bins. Further analyses on 

the impact of PHBayes with several factors affecting the classifi-

cation accuracy are investigated in this paper. Section 2 provides a 

description about Naïve Bayes classifier that was used as a basis 

for the PHBayes, Section 3 explains our technique, supervised 

PHBayes classifier, Section 4 presents results and discussion, 

finally Section 5 concludes the finding of this paper. 

2. Naïve Bayes Classifier    

Bayesian classifier is an algorithm which uses the Bayesian rule as 

the base of the classifier. Class feature probability density is repre-

sented as parameters. All the features are assumed to be independ-

ent with one another. Suppose that X = (X1,…,Xn) is an instance 

vector containing n features. The conditional probability p of class 

C in the learning system is given in (1). 
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Instance X is classified into class C which has the highest posteri-

or probability. The conditional probability of the NB can be fur-

ther written as in (2). 
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For continuous features, Gaussian distribution is generally used, 

while for discrete features, Direchlet distribution is typically em-

ployed [28]. In some cases, each nominal feature is converted into 

a binary feature [24]. A single Gaussian probability density distri-

bution function is provided in (3). 

 

 
 

 

2

21
| , ,

2










  



i i

i

X

i i i i

i

p X C e N X                         (3) (3) 

 

where µ is the mean and ∑ is the variance, and X is the input. Due 

to its simplicity, speed and accuracy in large databases, NB has 

become a popular classifier in many applications [24, 28]. The 

accuracy of the NB classifier is comparable to the ANN [29] but 

lesser than that of the SVM [30-32]. 

3. Supervised Partial Histogram Bayes  

The accuracy of the NB classifier depends on the distribution of 

the class feature density. The accuracy is higher if the distribution 

is Gaussian although the number of training instance, s is small. 

On the other hand, the accuracy of NB is deteriorated if the distri-

bution of the class feature density is non-Gaussian [9, 24]. In 

terms of the impact of the number of instance, the histogram is 

closely similar to the class feature density when the number of 

instance is large, s . In cases when the number of instance is 

small, only partial of the histogram is required to be similar to the 

class feature density.  
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(f) 

Fig. 1: Examples of some observed histograms derived from two different 

pdf(x). (a) and (d) are two different pdf(x). (b) and (e) are two observed 

histograms when the number of instance is small. (c) and (f) are two ob-
served histograms when the number of instance is very large. 

 

Fig. 1 illustrates the concept of using the observed histogram as a 

means to estimate the probability density. Here, two cases are 

presented using two different probability density functions [27] as 

shown in Fig. 1a and 1d. Fig. 1b and 1e show the observed histo-

grams of the two density functions when the number of instance is 

small. Fig. 1c and 1f show the histograms of the two density func-

tions when the number of instance is large. 

The proposed supervised partial histogram Bayes (PHBayes), does 

not require the training of all the instance, but it is sufficient to 

rely on the instance that have high probability of change. In the 

PHBayes, the observed histogram is used to estimate the probabil-

ity density and it is represented as b = (b1,…, br), where r is the 

number of bin or interval. Each bin has probability of success, P = 

1/r and probability of failure, Q = 1-P. In order to estimate the 

probability of change of one particular bin, bi, De-Moivre-Laplace 

theorem [34], which treats the number of instance as trial, is ap-

plied. The probability of change, pch is given in (4) where µch is 

the average level of noise or the level of chance in bi and ∑ch is the 

variance. 

 

( ) ( , , )ch i i ch chp b N b                                                               (4) (4) 

 

 
(a) 

 
(b) 

Fig. 2: (a) The probability of chance. (b) An example of the observed 
histogram after several trials on a six-sided dice. Probability of change 

estimation, pch overlaying the observed histogram. 

The probability of change, pch is illustrated in Fig. 2a. With the 

increment of the number of trial, s, the distribution of the pch is 

closely resembling Gaussian distribution. A horizontal line, β is 

used to control the noise level in the histogram by setting its level 

at the pch axis. The value of β is 0 ≤ β ≤ 1. The intersection points 

between the pch curve and the β line determine the lower frequen-

cy, fL and upper frequency, fU of the pch. A gray region between 

the fL and fU occurred when pch  β. Then, the probability of 

change, pch is applied to the histogram as shown in Fig. 2b. The 

horizontal dashed lines indicate the level of noise, µch, the lower 

frequency, fL, and the upper frequency, fU. If the pch (bk) < β , then 

the instance of bi with frequency higher than fU are subtracted 

from s resulting in the remaining instance, sch as provided in (5) 

and the new values for the µch and ∑ch are updated. The upper 

frequency, fU is determined in (6). 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3: Probability density estimation from b when pch(bi) < β. (a)(b)(c) 
Several iteration stages of the probability estimation. (d) The probability 

density. 
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PHBayes estimates the probability distribution of class density 

p(b) based on the distribution of the histogram itself. There are 

two conditions that determine the changes of the histogram. The 

first condition is when pch(bi) < β, then the probability distribution 

p(bi) remains unchanged. This situation can be illustrated in an 

example in Fig. 3. Here, the observed histogram can be derived 

from limited number of training instance, s. Here, the µch and ∑ch 

are calculated from the bins of the histogram and the probability 

of change, pch is applied to the histogram, which indicates that 

pch(bi) < β and the frequency is higher than fU as shown in Fig. 3a. 

The instance of bi that are higher than the upper frequency, fU are 

subtracted from the number of instance, s, resulting in the remain-

ing instance, sch. The µch and ∑ch are updated as shown in Fig. 3b. 

This process is repeated and the pch, sch, µch and ∑ch are updated. 

The iteration stops when µch and ∑ch converge. Then, the updated 

probability of change, pch is compared with the observed histo-

gram. Since the peaks of the pch(bi) lie in the region of pch(bi) < β, 

the probability distribution, p(b) remains unchanged as shown in 

Fig. 3d. In the case of pch(bi) < β, probability distribution of class 

density p(bi) is based on the original histogram that is rescaled 

with the number of instance, s, as in (7). 
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(e) 

Fig. 4: Probability density estimation from b when pch(bi) > β. (a)(b)(c) 

Several iteration stages of the probability estimation. (d)(e) The probability 
density. 

 

The second condition is when pch(bi) ≥ β and the frequency is 

lower than fU , then there will be change at p(bi). The µch and ∑ch 

of the probability of change, pch are not converge even after max-

imum iteration, as shown in Fig. 4a-c. Similar to the first case, the 

probability of change, pch is compared with the observed histo-

gram. Since the peaks of the pch(bi) lie in the region of pch(bi) ≥ β, 

the p(bi) is rescaled close to the level of µch in order to attenuate 

the noise of the histogram. The difference between the bi and the 

µch is multiplied with a weight of the attenuation, α and then shift 

with µch. The value of α ranges from 0 to 1. Then, each bin of the 

histogram, bi is rescaled with the number of instance, s and p(bi) 

for pch(bi) ≥ β case is given in (8). 
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For the two cases, the combination of p(b) = (p(b1), …, p(br)) are 

used in the Bayesian rule for classification tasks. PHBayes assigns 

an instance to a class that has the highest posterior probability as 

given in (9). 
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4. Results and Discussion   

The accuracy of classifier depends on several factors such as 

number of training instance, number of Gaussian, variance of the 

Gaussian, missing input values, and feature dependency. The de-

fault values for these factors are presented in Table 1. The anal-

yses of impact of these factors were performed using synthetic 

data on the different classifiers: 1stNN, NCM, NSC, GMMC, 

PHbayes with r = 15, PHBayes(15), and PHBayes with r = 30, 

PHBayes(30). The value for the attenuation weight, α and the 

threshold, β of the PHBayes are set to α = 0.5 and β = 0.005. The 

generation of the synthetic data was based on the representation of 

pdfs of all features of the classes as mixture of Gaussians. For all 

the classes, instances were derived from the pdfs and the number 

of training instance was the same. For each class, 16 features (8 

independents and 8 dependents) were used. Results are presented 

in Fig. 5. 

 
Table 1: Default values of feature factors. 

No. Feature Factor Default Value 

1 Number of training 

instance 

75 instances 

2 Number of Gaussian 1 to 10 Gaussians 

3 Variance of each 

Gaussian 

2 to 10 

4 Features dependency 8 independents and 8 
dependents 

5 Number of missing 

values 

No missing values 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Fig. 5: Several factors affecting the classification accuracy. (a) Number of 
instance. (b) Number of Gaussians. (c) Variance of Gaussians. (d) Missing 

values. (e) Dependent features. 

 

Fig. 5a shows an analysis on the impact of the number of training 

instance as one of the factors that affects the classification accura-

cy. Number of training instance was varied from 15 to 135. The 

value for other factors were fixed at their respective default values. 

In general, the accuracy of all the classifiers increased with the 

addition of number of instance. However, the performance rate of 

the classifiers was at the different rate. The accuracy of the NB 

and NCM was less affected with the addition of the number of 

instance. PHBayes produced significant improvement as the num-

ber of instance increased. Large number of instance helped to 

improve the estimation of the histogram in the PHBayes. Fig. 5b 

shows the results of varying number of Gaussian that was ranges 

from 2 to 18. Other factors were set to their default values. As the 

number of mixture of Gaussian increased, the accuracy of all the 

classifiers deteriorated, especially NCM because it was less robust 

to the complexity of the data distribution. Fig. 5c shows the results 

of variance of Gaussian that ranges from 0.02 to 0.18. Other fac-

tors were set to their default values. The increment of the variance 

typically reduced the classification accuracy of all the techniques. 

Compared to the other classifiers, the declining rate of the accura-

cy of the PHBayes was more apparent because the class probabil-

ity density was spread wider. The limitation of the PHBayes can 

be improved if large number of instance is used. Fig. 5d shows the 

results of missing input value in the instances. The percentage of 

the missing value ranges from 0 – 30%. Other factors were set to 

their default values. In general, the accuracy reduced when large 

number of input in the instance was missing. The declining trend 

of all the classifiers was highly correlated, but with different level 

of accuracy. PHBayes(15) was slightly better than other classifiers 

in handing missing input values because those values can be re-

placed with means of the PHBayes histogram. Fig. 5e shows the 

results of classifier accuracy with feature dependency. In this work, 

there were 16 features. For an example, if the number of depend-

ent feature is set to 4, the remaining 12 features were independent. 

Here, the number of feature dependency varied from 0 to 16. 

Bayesian based classifiers like NB, GMMC, and PHBayes were 

not significantly affected with the varying number of feature de-

pendency because all the features were assumed to be independ-

ents. In contrast, distance based classifier like 1stNN and NSC 

show significant improvement in their accuracy when the number 

of feature dependency increased.  

Twenty different databases from UCI machine learning database 

[35] containing more than 50,000 instances from different classes 

were used. The database is presented in Table 2. Each database 

contains different classes, features, and instances. In order to 

standardize the analysis for all the classifiers, the features were 

scaled equally and nominal feature were ignored. About half of 

the instances were randomly selected as training instances and the 

other half were used for testing. PHBayes was compared with 

other classifiers, 1stNN, NSC, NCM, NB and GMMC. 

     
Table 2: Twenty UCI databases used in the analyses. 

No. Database Name No. of  
Instance 

No. of  
Features 

No. of  
Classes 

1 Abalone 4177 8 3 

2 Balance-scale 625 4 3 

3 Blood Transfusion Service Cen-

ter 

748 4 2 

4 Car evaluation 1728 6 4 

5 Connectionist Bench (Sonar,  208 60 2 

6 Contraceptive Method Choice 1473 9 3 

7 Glass identification 214 9 6 

8 Haberman's survival 306 3 2 

9 Hayes-Roth 132 5 3 

10 Hepatitis 155 19 2 

11 Ionosphere 351 34 2 

12 Iris 150 4 3 

13 MAGIC Gamma Telescope 19020 10 2 

14 Nursery 12960 8 5 

15 Pima Indians Diabetes 768 8 2 

16 Postoperative Patient 90 8 3 

17 Spambase 4601 57 2 

18 Statlog (Image Segmentation) 2310 19 7 

19 Wine 178 13 3 

20 Wisc. Breast Cancer (Diagnostic) 699 10 2 

 

Table 3 presents the accuracy results of the classifiers on the data-

bases. In general, PHBayes produced high accurate results in 12 of 

the 20 databases (60%) as compared to other classifiers. 

PHBayes(15) was the most accurate classifier with average accu-

racy 0.7930 and the most consistent technique that produced the 

most accurate classification for half of the databases. Table 4 
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shows results of the computational time for the training and test-

ing stages for different classifiers. The analysis was performed 

using the 20 databases. Compare to other classifiers, PHBayes 

classifier demonstrated faster computational time in the training 

and testing stages.   

 
Table 3: Accuracy of classification on the 20 UCI databases. 

Data 1stNN NCM NSC NB GMMC PHBayes (15) PHBayes (30) 

1 0.4745 0.4069 0.4314 0.4524 0.3558 0.4977 0.5033 

2 0.8090 0.7500 0.6946 0.8974 0.8978 0.8724 0.8724 

3 0.7067 0.6540 0.5971 0.7610 0.7254 0.7527 0.7447 

4 0.9043 0.6965 0.7196 0.6884 0.7600 0.8167 0.8167 

5 0.9240 0.9962 0.9702 0.9885 0.9865 0.9788 0.9904 

6 0.4380 0.4363 0.4088 0.4798 0.3894 0.5086 0.5029 

7 0.6402 0.5841 0.5654 0.5850 0.7280 0.8533 0.7523 

8 0.7281 0.7523 0.6327 0.7556 0.7595 0.7536 0.7444 

9 0.5444 0.5040 0.5207 0.6096 0.6126 0.6409 0.5929 

10 0.6481 0.7104 0.6519 0.7182 0.6675 0.8117 0.8039 

11 0.8029 0.7629 0.7651 0.7526 0.7766 0.8474 0.8343 

12 0.9107 0.4520 0.8747 0.5053 0.8680 0.7720 0.9173 

13 0.9938 0.9072 0.9243 0.9105 0.9728 0.9534 0.9910 

14 0.8903 0.8205 0.7889 0.7165 0.7948 0.8703 0.8703 

15 0.6464 0.6568 0.6362 0.6958 0.6979 0.6893 0.6771 

16 0.5859 0.4504 0.5185 0.6015 0.3385 0.6519 0.6519 

17 0.9143 0.8250 0.8393 0.7114 0.7956 0.9619 0.9615 

18 0.4435 0.4386 0.4229 0.3612 0.6047 0.7034 0.7011 

19 0.7270 0.7517 0.7629 0.8124 0.8315 0.9483 0.9247 

20 0.9662 0.9731 0.9590 0.9668 0.9665 0.9759 0.9759 

Average accu-

racy 
0.7349 0.6764 0.6842 0.6985 0.7265 0.7930 0.7915 

 
Table 4: Training and testing times on the 20 databases. 

Algorithm Training Time (s) Testing Time (s) 

1stNN --- 354.3157 

NCM 1.7284 0.2485 

NSC 22.2335 1.1067 

NB 3.8252 0.5948 

GMMC 202.8376 3.5611 

PHBayes(15) 1.5672 0.1299 

PHBayes(30) 1.8040 0.1277 

 

The instances in the 1stNN need not be trained. Therefore, there 

was no training time. During the testing stage, 1stNN needed to 

calculate the distance between a testing instance and all the train-

ing instance in the databases. This factor made it as the slowest 

classifier during the testing stage. NCM calculated the class mean 

or the centroid from the training instances in the training stage. 

During the testing stage of the NCM, only the distance between a 

training instance and the class mean was measured. This factor 

helped to speed up the computational time of the NCM. The com-

putational time of the NSC during the training and testing stages 

was slower than that of the NCM because NSC required clustering 

technique like k-means to estimate the subclass means for each 

class. Since k-means involved iteration process, NCS was relative-

ly slower than the NCM. Moreover, NCM only used single class 

mean but NCS calculated a number of subclass means. The com-

putational times for the training and testing stages of the NB were 

about two times slower than the NCM because it needed to calcu-

late more parameters such as class mean, class variance, and as-

signing a testing instance to a class with the highest posterior 

probability. The training time for the GMMC was the slowest 

among all the classifiers because it represented class feature as 

mixture of Gaussian. Estimation of the mixture of Gaussian was 

performed using EM technique, which required few iterations and 

can slow down the training process. In the testing stage, no itera-

tive procedure was involved, speeding up the computational time 

of the GMMC. The training and testing of the PHBayes were the 

fastest among other classifiers. During the training stage, the 

PHBayes was required to estimate the probability distribution 

derived from the observed histogram and to regenerate the histo-

gram. The estimation of the probability density distribution in-

volved iteration calculation of the probability of change. Unlike 

NSC and GMMC, PHBayes did not consider the number of train-

ing instance because the number of bin in the histogram was kept 

fixed and smaller than the number of training instance. During the 

testing stage, PHBayes only considered the posterior probability 

of the nearest bin to a testing instance, and not on the number of 

training instance. 

5. Conclusion  

This paper presents analyses on PHBayes and the comparison 

between other classifiers in the aspects of accuracy and computa-

tional time. Factors that affecting the classifier accuracy were 

investigated using synthetic data. These factors were number of 

training instance per class, number of Gaussian per feature, vari-

ance of Gaussian, percentage of missing value, and number of 

dependent feature. PHBayes was also tested on the real data. Re-

sults show that the PHBayes produced better accuracy in most of 

the cases. Increasing the number of instance improved the accura-

cy of the PHBayes. However, the number of instance did not re-

quired to be keep in the PHBayes memory because it relied on the 

number of bins in the observed histogram. In the training stage of 

the PHBayes, the number of instance was not considered in the 

class density calculation but it considered the number of bin in the 

observed histogram. This approach improved the computational 

time of the PHBayes, especially when the number of instance is 

large. As a result, PHBayes was faster than NSC, GMMC, and 

even NB. In the testing stage, the speed of the PHBayes was com-

parable with the NCM. Therefore, PHBayes is suitable for appli-

cations involving large number of instance because the accuracy 

of the PHBayes can be improved without consuming large space 

in its memory and not burdening the computational time in the 

training and testing stages. Future works will investigate the im-

pact of the number of bin in the histogram, r towards the perfor-

mance of the PHBayes.    
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