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Abstract 
 

Word Sense Disambiguation (WSD) is the process of determining the exact sense of a particular word in accordance to the context in a 

computational manner. Such task plays an essential role in multiple fields of study such as Information Retrieval and Information Extraction. 

With the complexity of human language, WSD came up to solve the problem behind the ambiguity between senses in which a single word 

would yield different meaning. In this vein, determining the exact meaning of the certain word would facilitate the process of identifying the 

category of such text, accurate corresponding search results and providing an accurately summarized portion. Several approaches have been 

proposed for the WSD including statistical, semantic and machine learning techniques. This paper aims to provide a review of such 

approaches by tackling and categorizing the related works in accordance to the main types. 
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1. Introduction  

In a given text, the most appropriate senses are assigned to words 

with the help of word sense disambiguation (WSD) [58]. A 

predefined sense inventory is employed to assign senses in stand-

alone WSD systems. This sense inventory has a collection of 

predefined senses installed to it that can be applied to different 

words of a certain language, i.e. a lexicon, a dictionary, or a 

wordnet. Even though there exist some criticisms and problems, e.g. 

for sense distinctions at the granularity level, the most popularly 

employed sense inventory is the Princeton WordNet [50] for English 

WSD. WordNet‟s availability and coverage has made it a popular 

choice for use as a sense inventory in WSD [13]. 

Two types of tasks can be distinguished in Natural Language 

Processing (NLP). The first one is the final tasks which perform for 

their own such as machine translation, information extraction and 

automatic summarization. The other type is the intermediate tasks, 

which perform to aid final tasks, such as part-of-speech tagging, 

identification of morphological root, parsing, and  word sense 

disambiguation. 

As long as WSD is one of the intermediate tasks, so it will be useful 

for some final tasks such as machine translation and information 

retrieval. 

This paper aims to accommodate a review of WSD task by 

investigating the techniques that have been proposed in the 

literature. In addition, this paper will investigate the semantic 

similarity measures that have been used in the previous studies. 

Finally, a new trend in the area of WSD will be tackled which is the 

metaheuristic-based WSD. Next sections will tackle these issues in 

detail. 

2. WSD Approaches 

In computational linguistics, right from the 1950s up to recent years, 

WSD has been an active area of research [31]; [3]; [50]. Most of the 

work on WSD has been on English language [34]. The lack of 

appropriate resources, especially in the form of sense-annotated 

corpus data, has been one such factors affecting WSD research for 

other languages. WSD systems consider sense-annotated corpora as 

gold standards for training, evaluation and development. As such, a 

steady progress in the performance and development of WSD 

algorithms has not been a surprise for languages such as English, for 

which there are many large sense-annotated corpora, and 

considerably less on languages that have lesser availability of such 

corpora. All machine learning approaches commonly use corpora as 

knowledge sources; however, they differ in the exact task they 

perform.  

Generally, there are four conventional WSD approaches, i.e., 

supervised, semi-supervised, knowledge-based, and unsupervised 

approaches. Also, WSD there are some methods that integrate two 

approaches to reinforce the process of word disambiguation. 

Specifically, the unsupervised methods keen to invoke knowledge-

based assets to gain more necessary features to facilitate the 

classification process [6]. Alternatively, knowledge-based methods 

have been generalized by using unsupervised scheme to search for 

the suitable sense for bag of words [16]. 

http://creativecommons.org/licenses/by/3.0/
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One of the main advantages of unsupervised machine learning 

approaches is being independent of sense-annotated corpora as they 

employ non-annotated corpora to cluster word senses, which make 

them least affected by the knowledge acquisition bottleneck. 

However, the downside of this approach is the much difficulty 

involved in the evaluation of the word sense induction task when 

compared with the WSD classification task. The main reason behind 

this difficulty is the lack of clear criteria on judging the quality of 

word sense clusters [50]. 

 

2.1 Supervised Machine Learning Approaches to WSD 

 
Supervised approaches to WSD make use of supervised machine 

learning methods to correctly assign senses to a word. The task at 

hand could result in a classification problem, where the class 

requiring prediction could be the corresponding word sense (from a 

given sense inventory). Since for each lemma, there is a difference in 

the sets of word senses as well as of classes to be predicted, for each 

lemma, classification and training of supervised WSD systems are 

performed separately [51], [64], [29], [39], and [18]. Classifying 

each word lemma separately is also referred to as word-experts [12]. 

 

2.1.1. Co-Occurrence 

 
Encoding ML features often employ occurrence of words in the 

target word‟s context. This could be due to features, which have 

already proven to perform well, are still easily available and 

applicable to all words and word classes, i.e. they are popular in the 

literature [38];[40];[45]; [48]. 

 

2.1.2. Parts of Speech 

 
Similarly, information about the parts of speech (POS) for words 

occurring in that context for the target word is made available to all 

target words. One commonly used feature is machine learning to 

encode POS information on the target word itself or on context 

words [38]; [40]; [45]; [36];[48]. 

 

2.1.3 Syntax 

 
Various popular features are available that encode information on 

syntactic relations of the target word and predicate-argument 

structures [21]; [22]; [38]. 

Various studies have been conducted to investigate the effect of 

individual features, either with the help of automatic feature 

selection algorithms [30]; [38]; [69]; [9] or manually [43];[45]; [37]; 

[48].  

These features from sense annotated training data are employed by 

supervised classification algorithms to train a classifier on predicting 

correct senses to unseen instances. Various supervised machine 

learning methods are available that can perform the exact way for 

the features to be used in identifying the correct sense of a target 

word. Some of the popularly employed ML algorithms in the 

literature use different underlying classification theories, mostly 

involving methods based on decision rules, probabilistic approaches, 

instance- based approaches and support vector machines 

Because of their popularity, supervised machine learning methods 

are typically employed for WSD task. There are various popular 

supervised ML algorithms available to help in addressing 

disambiguation of word senses. In contrast to the knowledge-based 

WSD experiments, supervised machine learning experiments have 

distinct aspects that need to be related with multiple previous 

studies. The most similar studies would be the one involving 

assessment and implementation of a wide range of features including 

[30], [43]; [45], [37], and [48] or the comparison and evaluation of a 

wide range of supervised ML algorithms (including [49], [70], [53], 

[4], [33], and [39]) or those that employ both including [38], [69], 

[9], [39], and [67]. This section presented the different forms of 

supervised methods. 

 

2.2 Semi-Supervised 

 
Many word sense disambiguation algorithms use semi-supervised 

learning which allows both labelled and unlabeled data because of 

insufficient training data. The Yarowsky (1995) algorithm and 

(Blum & Mitchell, 1998) were early examples of such algorithms. A 

semi-supervised model was recommended by Zhao, [72] that used 

context weighting technique founded on the paradigm of Phrase 

Structure Tree (PTree) and Dependency Relation Graph (DGraph). 

With respect to nouns, verbs, and adjectives disambiguation, these 

techniques result in considerable advances over CW-WSD 

techniques. For testing the model, all English words of dataset 

Sensaval-3 were used. Başkaya, [11] offers an all-inclusive study of 

the structure and valuation of WSD systems. A semi-supervised 

WSD system was recommended that comprised a small amount of 

sense-annotated data from Word Sense Induction. The Word Sense 

Induction is a completely unsupervised methodology that learns the 

diverse senses of a word based on how it is used without any human 

intervention. This system is constituted of two components, a Word 

Sense Induction (WSI) logic and a function that translates the 

model's sense annotations or explanations into those of a different 

sense inventory. The suggested WSID system is a heterogeneous 

ensemble made from the output of all the four WSI models. The 

outputs of all the WSI systems are combined for every instance and 

the instance is then identified with the induced senses of all the 

systems. The mapping function then uses the collective annotations 

as characteristics to predict the sense. A semi-supervised algorithm 

was suggested by Jain, [32] for WSD that employed a weighted 

graph method to determine the intended meaning of a word based on 

a specific context. The algorithm also used a centrality measure 

calculation method based on priority that explored the importance of 

different semantic relations. The algorithm is initiated by accepting a 

sample text from the user as an input and then identifying the word 

that requires to be disambiguated. The word identified will be the 

target word in the algorithm. The sample text also includes the clue 

word that is required for executing the algorithm. In creating a better 

WordNet graph, this clue word is used. The SemCor dataset was 

utilized for implementing the algorithm. Taghipour, [61] studies two 

different methods of integrating word embeddings in a word sense 

disambiguation environment, and also assesses these two methods 

for all-words tasks, some SensEval/ SemEval lexical samples, and 

also domain-specific lexical sample tasks. A continuous-space 

demonstration of words or word embeddings was used; as these 

offer a considerable amount of important information, and thereby 

improve generalization accuracy. The word embeddings are 

generally derived from unlabeled data with the help of unsupervised 

techniques. 

semi-supervised techniques Consist of, large amounts of untagged 

corpora are being used to supply the co-occurrence of information 

that supplements the tagged corpora. These methods have the 

potential to assist in the version of supervised models to different 

domains. 

 

2.3 Unsupervised Approaches 

 
It is known that unsupervised approaches keep away from the 

knowledge acquisition bottleneck [24], i.e. the extensive resources‟ 

poverty that are tagged with word senses manually. Unsupervised 

approaches to WSD depend on the idea that the same sense of a 
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word has a tendency to have similar neighboring words. Here, input 

text is used to prompt word senses by clustering word occurrences, 

after which new occurrences are categorized into prompted clusters. 

These approaches do not rely on labelled dataset, and they do not 

take advantage, in their purest version, of any machine-readable 

resources like dictionaries, thesauri, or ontology. Since these 

methods do not use any kind of dictionary or other similar resources, 

they are not able to be dependent on a shared reference inventory of 

senses. This establishes the primary disadvantage of a fully 

unsupervised system [50]. 

While WSD is usually identified as a sense labelling task, i.e. 

assigning a sense tag to a target word, unsupervised WSD may 

involve word sense discrimination, i.e. looking to distribute „word  

occurrences into many classes by distinguishing any two 

occurrences regardless of whether they belong to the same sense or 

not‟ [60]. Certainly, unsupervised WSD approaches have a different 

aim when compared to supervised and knowledge-based methods, 

which detect sense clusters by comparing with the allocation of 

sense labels. However, both sense labelling and sense discrimination 

are considered sub-problems in a WSD task [60] and are rather 

strictly related, where the generated clusters can be used at a later 

point to sense the occurrences of tag words. Unsupervised 

approaches for WSD are categorized into three methods, namely 

word clustering, co-occurrence graphs and methods involving 

context clustering, and this section covers all the three methods. 

Many natural language processing researchers continued 

experiments with various unsupervised learning algorithms and their 

applications to word sense disambiguation. [57] follow the footsteps 

of Schutze with a comprehensive evaluation of the various forms of 

the context-group discrimination algorithm on the Senseval2 data. 

[15] describes experiments with clustering of Chinese verbs in a 

space of rich linguistic features. [5] diverge from the standard vector 

space model representations in favor of two graph-based algorithms; 

they experiment with [65] and a form of [14] for unsupervised word 

sense disambiguation. [42], [65] instead of developing a method for 

the discrimination of senses, they propose a technique for the 

automatic detection of the most frequent sense of the word. Because 

the experiments of McCarthy and colleagues highlight certain points 

that are important for the motivation of this dissertation proposal, we 

will look at them more closely. 

In automatic word sense disambiguation, the most common-sense 

heuristic is known to be extremely powerful: because the sense 

distribution of most words is highly skewed, the most frequent sense 

baseline beats many supervised systems at Senseval2 [20] even 

though these systems are trained to take the local context of the 

target word into account. Even systems that manage to outperform 

the predominant sense baseline, often back off to the most frequent 

sense heuristic when they fail to assign a sense with a sufficient 

degree of confidence. In these systems, the most frequent sense is 

usually determined from WordNet, which orders senses by 

frequency of occurrence in the manually tagged corpus SemCor 

[46]. 

Much research has been recently devoted to the notion of 

distributional similarity and its applications. Distributional similarity 

is a measure of similarity that rates pairs of words based on the 

similarity of the context they occur in (however context is defined). 

For instance, two nouns (e.g. “book” and “magazine”) that 

frequently occur as objects of the same verb (e.g. “to read”) are 

considered similar [19]. One application of distributional similarity 

is in automatic thesaurus generation. A thesaurus generation system 

outputs an ordered list of synonyms (known as neighbors) ranked by 

their similarity to the target word. Because the target word conflates 

different meanings, a list of its automatically generated neighbors 

will contain words relating to different senses of the target word. 

The approach to finding the predominant sense for a target word that 

is taken exploits the fact that the quantity and degree of similarity of 

neighbors must relate to the predominant sense of the target word in 

the context from which the neighbors were extracted [42]. In a 

neighborhood list there will be more words relating to the most 

frequent sense of the target word and these neighbors will have 

higher similarity to it in comparison with the less frequent senses. In 

addition to the automatically generated thesaurus, McCarthy et al. 

make use of the notion of semantic similarity between senses that 

can be computed using WordNet similarity package [55]. This latter 

component is necessary because the words in a neighbor list may 

themselves be polysemous and a semantic similarity metric is 

needed to estimate their relatedness to various senses of the target 

word. To find the predominant sense of a word, each member of its 

neighbor list is assigned a score that reflects that neighbor's degree 

of distributional similarity to each of the senses of the target word. 

These scores are summed up and the sense receiving the maximum 

score is declared the most frequent. 

Zhang in [71], exploit the use of similarity score measurement in an 

algorithm named genetic word sense disambiguation. This method 

used [68] similarity measure to calculate the relatedness between 

each pair of senses, and corpus domain to extract domain terms. This 

method uses genetic algorithm to explore highest score of 

relatedness to be disambiguated. [25], make the use of Lesk 

relatedness measurement to measure the relatedness of an 

ambiguous word with neighboring words. Because of the high 

dimensionality of the search space, a genetic algorithm is used to 

find a near-optimal combination of sense choices. [28] employed a 

genetic algorithm with semantic relations for WSD. This method 

exploited semantic relation of WordNet for the sake of finding the 

most coherent set of senses. 

WSD was devised by [52] as a variant to  the Travelling Salesman 

Problem (TSP) to increase the context‟s general semantic relatedness 

for disambiguation. Ant colony optimization is a robust nature-

inspired algorithm employed in a reinforcement learning manner to 

address the formulated TSP by integrating similarity measurement 

based on the Vector Space Model and the Lesk algorithm. In this, 

the combination of knowledge-based methods was found to be 

superior when compared with the most frequent sense heuristic and 

was also observed to considerably minimize the difference between 

supervised and knowledge-based methods. The resolution of lexical 

ambiguity is vital to most natural language processing tasks, and as 

solutions, numerous computational techniques have already been 

proposed. [16] proposed a method to perform lexical disambiguation 

of text by utilising the definitions through a machine-readable 

dictionary combined with the technique of simulated annealing. The 

method relies on complete sentences for its functioning and 

simultaneously makes an attempt to select the best combinations of 

word senses for each word in a sentence. The words in the sentences 

could be any of the 28,000 headwords in Longman's Dictionary of 

Contemporary English (LDOCE), which are then disambiguated 

comparatively based on the senses provided in LDOCE. This fully 

automatic method does not need hand-tagging of text or hand-coding 

of lexical entries and based on a sample set of 50 sentences, the 

results were quite similar to those of other researchers. 

For the lexical ambiguity, Rosso et al. (2003) proposed a fully 

automatic method that employs a wide range of noun taxonomy 

from the WordNet with the idea of conceptual distance amongst 

concepts. A formula of conceptual density was developed through 

this method to aid in lexical disambiguation. This formula can be 

considered a generalised version of the [6] conceptual density 

measurement, where numerous refinements were introduced, and an 

extensive examination was done for all significant combinations. A 

set of files was selected from SemCor corpus to perform evaluation 
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of the proposed method, which can be considered the sense tagged 

version of Brown corpus. 

 

2.4 Knowledge-based WSD 

 
As knowledge sources, knowledge-based WSD techniques primarily 

make use of dictionaries or WordNets to disambiguate amongst 

word senses. These techniques can also calculate the word overlaps 

or semantic relatedness amongst different word senses and words to 

forecast the correct sense for a given context. 

Annotated training data is not employed but rather linguistic clues 

like selection restrictions, overlapping of words with definitions or 

similarity between two words present in a knowledge base are 

employed to tackle the WSD task. As these linguistic clues are 

normally not limited to certain word classes, all words in a running 

text can be disambiguated through knowledge-based systems. This 

high coverage is the major advantage of employing knowledge-

based systems when compared with the supervised machine learning 

systems that can be applied only to a restricted set of lemmas that 

comprise sense-annotated training material. On the other hand, 

supervised systems generally outpace knowledge-based systems in 

such cases with a restricted set of lemmas [44]; [41]; [50]. 

As mentioned earlier, to employ dictionary-based or knowledge-

based approach, the similarity between two words in a knowledge 

base must be measured first for solving the WSD task. Section 3 

focuses on the studies and works relevant to the methods involving 

knowledge-based WSD Semantic similarity measures. 

 

3. Semantic Similarity Measure 

 
The similarity between two terms can be measured through a 

number of methods, where each method is based on a specific 

concept. These methods rely on the WordNet‟s structure to 

determine a numeric degree that identifies how the two concepts are 

similar [54]. Physically counting the length between two concepts is 

the simplest version of these methods. Also, these methods are 

presented with few limitations provided the path between highly 

particular concepts shows much smaller distinctions in semantic 

similarity when compared with the path lengths of very general 

concepts. The first semantic similarity measure in the biomedical 

domain was proposed by [44] by employing the path length between 

biomedical terms in MeSH 4, a medical hierarchy ontology. There 

are also different variants to the semantic similarity measures 

proposed by [68]. 

 

3.1 Lin Algorithm 

 
A measure was provided by Lin for computing the semantic 

relatedness of word senses by making use of the concepts‟ 

information content (IC) in WordNet (see Eq. 1): 

 

                            (1) 

 

3.2 Wu Palmer Algorithm (WUP)  
 
A measure was developed by Wu & Palmer to estimate the 

similarity by taking into account the depths of two identified synsets 

within the WordNet taxonomies, along with LCS‟ depth                  

(see Eq. 2):  

 

Sim wup (c1, c2) = Log (2×depth (LCS (c1, c2)) / depth(c1) + depth 

(c 2 ) )     (2) 

Equation (2) is used to detect if the WUP‟s value is greater than zero 

and less than or equal to one. Since LCS‟ depth is not detected as 

zero, the similarity detected value cannot be taken as zero as the 

taxonomy root‟s depth is detected as one. Thus, the value was 

considered to be one in the event where the two similar synset inputs 

are detected. 

 

3.3 Latent Semantic Analysis (LSA) 

 
Based on [23], LSA starts from the Latent Semantic Indexing (LSI) 

method to continue with information retrieval. LSI improves the 

document retrieval process by decreasing the larger-term-by-

document matrix to make it fit into a smaller space through singular 

value decomposition (SVD) [17]. A similar methodology is used by 

the LSA, even though it consists of a word-by-context presentation.  

The LSA employs an M*N co-occurrence matrix to detect a corpus 

of text, where the M rows are matched based on the word types. The 

N columns signify a unit of context that could be a sentence, a 

phrase, or a paragraph. Within the matrix, the individual cells give 

the count regarding the number of times a word given is identified 

within a row according to the context within the column.  

A few differences exist between the LSA and the LSI, which are 

mainly based on the context definitions. A document is identified by 

the LSI, while the LSA, which is regarded to be more flexible, 

detects a paragraph within the text. If a document is identified by the 

context unit within the LSA, the LSI as well as the LSA are 

identified as a single technique. After co-occurrence cell counts are 

collected and altered, they are transformed in a similar manner, 

whereby the singular value decomposition (SVD) is employed by 

the M * N matrix to identify different variations of decomposition. 

 

3.4 Jiang and Conrath Algorithm (JCN) 

 
The semantic relatedness of word senses are calculated through the 

Jiang and Conrath measure depending on the combination of edge 

counts in the WordNet “is-a” hierarchy and the WordNet concept‟s 

IC values. Values are computed through this measure indicating the 

semantic distance amongst words in contrast to their semantic 

relatedness. Thus, to integrate this method, the values have to be 

inverted for obtaining a measure of semantic relatedness.  

 

3.5 Lesk Algorithm 
 
A word sense disambiguation algorithm was introduced by Lesk 

[1986], which functions on the assumption that in a text, words that 

occur together are inclined towards sharing common words in terms 

of their definitions of a dictionary. The Lesk algorithm functions by 

assigning sense to an ambiguous target word that has most word 

overlaps within the definitions of the words in a dictionary based on 

the context of that target word. This algorithm has two main 

underlying assumptions (recorded by [8]): (i) in a text, words that 

occur together were inclined to be used in related senses and (ii) two 

senses can be termed more related should they have more common 

words in their definitions. 

As a source of sense definitions, although Lesk would use the 

Oxford Advanced Learner‟s Dictionary of Current English, 

however, any semantic resource that could offer sense definitions 

could be used. For instance, the studies by Kilgarriff [34], [7], [63], 

[62], [56], [47], as described below, have employed WordNet as a 

resource of sense definitions. 

Two main problems can be related with the original Lesk algorithm: 

(i) when two or more words are being compared, the number of 

comparisons also grows exponentially and (ii) most of the dictionary 

definitions are sparse, which leads to low coverage of the WSD 
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algorithm and insufficient word overlaps. This is the reason for the 

number of very few studies till date (including [63] and [62], which 

have applied the Lesk algorithm in its original form. 

To address these problems and enhance the performance of 

algorithm disambiguation, different variants of the Lesk algorithm 

have been proposed. The simplified Lesk algorithm is the most 

popular approach to solve the computational complexity problem by 

comparing more than two words [35], where sense definitions are 

directly compared with the context (instead of comparing with the 

sense definitions of each word in the context) to disambiguate each 

word [44]. This simplified strategy has been applied by almost all 

studies that employ any variant of the Lesk algorithm. [63] 

compared various Lesk variants in the all-words dataset of 

SensEval-2. They found their simplified variant to be much more 

precise and efficient than  the original Lesk algorithm. 

The adapted Lesk algorithm is the most common approach to solve 

the problem of sparse dictionary [7], [8]. The original algorithm is 

extended through this variant into two main aspects: (i) the overlap 

calculation involves definitions of related synsets that depend on the 

underlying idea of two synsets being more related, resulting in more 

overlaps in their definitions and the corresponding related words‟ 

definitions and (ii) higher scores are assigned to overlaps with 

sequences of words. [7], [8] achieved the second best results with 

the SensEval-2 lexical sample dataset when compared with the 

SensEval-2 participating systems. This is almost double the accuracy 

than the original Lesk algorithm. 

Individual disambiguation strategies were used by [10] for each 

word class and disambiguated adverbs and adjectives through the 

adapted Lesk algorithm. They achieve higher performance with this 

word class-specific approach when compared with other applications 

applying the same WSD algorithm to all word classes. 

The original Lesk algorithm has yet another set of proposed 

variations that compare the way of two sense definitions (or, a sense 

definition and the context for the adapted Lesk algorithm). Lesk 

suggested on just counting the number of words in common for the 

two sense definitions. [35] not only counted the number of common 

words for the sense definition by considering the context of the 

target word, but also calculated the sum of each word in common 

according to the inverse document frequency. The likelihood that a 

word would occur in an arbitrary sense definition is represented by 

this inverse document frequency. The cosine similarity between the 

inverse document frequency vector weighted through the term 

frequency was computed by [59]. 

 

4.  Meta-Heuristic for WSD 

 
The WSD task can be solved through the Meta-Heuristic method. 

The literature contains many published studies related to word sense 

disambiguation. Also, many approaches are available, including 

similarity-based methods (depend on thesauri, dictionaries and more 

generally knowledge sources) and fully supervised methods (employ 

sense-annotated corpora for training supervised classifiers). Fully 

supervised methods need large hand-annotated corpora, which is an 

expensive and rare resource that needs to be custom crafted for a 

language, sense inventory and even a domain. 

However, much research studies have not been carried out for 

addressing the word sense disambiguation through the use of meta-

heuristic approaches. This section presents an assessment of 

different optimisation algorithms used in word sense 

disambiguation. [66] conducted an exploratory research on word 

sense disambiguation. Advanced probabilistic search algorithms, 

including Bat Algorithm (BA) and a Cuckoo Search Algorithm 

(CSA), were employed to test experimental data. The two algorithms 

were then compared with two existing implementations of classical 

probabilistic optimization algorithms: a Genetic Algorithm and a 

Simulated Annealing Algorithm. The best configuration score (F1 

score) was considered to analyse their efficiency in terms of the 

function of the number of calls to the scorer (200, 800, 2,000 and 

4,000). The algorithm was run 100 times for each algorithm and 

each scorer call threshold and the average F1 score was plotted 

across the whole corpus. The 100 runs were then compared to the 

scoring function‟s average number of evaluations. [66] use the F1 

score to make a comparative assessment with the help of the gold 

standard of the Semeval 2007 Task 7 WSD task compared with the 

number of calls to the scoring function. An oracle objective function 

was employed to analyse the global algorithm‟s influence on the 

results, instead of allowing the heuristic scoring function to have an 

influence. It was concluded that the convergence was too fast as BS 

stops accepting solutions after some time (inherent to the algorithm, 

not an explicit convergence criterion). However, the comparison 

between the two new algorithms, BA and CSA, which were 

employed first time in WSD, against SA and GA, which were used 

earlier in WSD, found them to be useable. On the other hand, 

semantic similarity methods were not observed to help in enhancing 

WSD‟s performance in their model. [1], In a lexical substitution 

setting, proposed extrinsic evaluations of simulated annealing and 

D-Bees. Each algorithm was employed as the WSD component in 

the same language-independent, knowledge-based lexical 

substitution system. German and English datasets were used to test 

the systems, which exceeded the state-of-the-art performance on the 

former. Better results were generally associated with the D-Bees 

system. Then, a few resource specific adaptations were employed 

depending on the observations of WordNet and GermaNet. These 

adaptations resulted in significant enhancements of performance for 

both datasets. The adapted D-Bees system was also examined in a 

lexical simplification setting, where it was found to surpass 

simulated annealing performance based on two  evaluation metrics. 

Only when the systems are adapted to the employed linguistic 

resources or language, the optimal performance could be achieved. 

This adaptation effort was nonetheless inferior to that needed to 

source annotated training data required for supervised approaches. 

[26] stated that the Distributed Arabic Information Retrieval (DAIR) 

systems‟ efficiency was enhanced by employing an algorithm called 

Artificial Bee Colony (ABC) and implementing the query expansion 

helped in further improving the result quality. While the best 

relevant document can be explored through the modified ABC 

(MABC), it can also explore the best synonyms simultaneously for 

the initially extracted query words from Arabic WordNet (AWN), an 

external structured resource. Based on the well-known Princeton 

WordNet (PWN) for English, AWN is considered a free lexical 

resource for Arabic language. The issues pertaining to the traditional 

DAIR systems could be solved by using the MABC-SDAIR 

algorithm. These issues include reduction in the quality of the results 

because of resource selection, employing ambiguous words in the 

query and high response time resulting from the use of traditional 

search with the inverted index. 

A model was developed by [27] that employs the fuzzy logic and 

artificial bee colony (ABC) intelligence to enhance information 

retrieval systems‟ performance. A nearest neighbor graph is 

employed to modify ABC and improve the searching process. 

However, the model was found to face two problems. The first was 

the time-consuming issue due to the use of traditional search in the 

system through the inverted index. The second problem was the 

reduction in the quality because of the presence of ambiguous words 

in the query. The proposed system focused on finding the best senses 

of query words for extracting the best synonyms and used fuzzy 

logic to tune their weights. Both the content and the lexicon of the 

document collection were employed to achieve this. The expanded 

query is generated after the addition of the best synonyms, which 
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helped in improving the quality of the results while the efficiency 

was increased through the stochastic optimization search of the 

modified ABC algorithm. Based on the experimental results, the 

proposed system was found to be superior in terms of recall, 

precision and latency when compared with the traditional system. [2] 

proposed a model that employed the D-Bees algorithm along with 

the knowledge-based unsupervised method to address the problem of 

WSD task. The bee colony optimization (BCO) is the inspiration 

behind the design of the D-Bees algorithm, where the problem was 

solved through the collaboration amongst artificial bee agents. The 

model was implemented with a dataset called SemEval 2007 coarse-

grained English all-words task corpus, which was then compared for 

genetic algorithms (GA), simulated annealing (SA) and two ant 

colony optimization techniques (ACO). Better results were achieved 

through the D-Bees, which outperformed the baseline algorithms, 

GA and SA. 

Several semantic relations were exploited by [71] by employing a 

genetic algorithm of [68]. However, the window size was used by 

[71] and [28] to select words for measurement, which would 

constitute some noisiness in the measured score. For that, 

dependency relations are employed in this research to solve this 

problem resulting from parsing operation. This also helped in 

assigning specific words to be measured with the help of target 

word, even though the word is far from the target word. Zhang 

proposed the genetic word sense disambiguation to address the 

ambiguity issue for nouns only, while Hausman made an attempt to 

resolve the ambiguity for nouns as well as for other three parts of the 

speech, namely adjective, verb and adverb. 

5. Conclusion 

This paper has provided a review for the WSD approaches in which 

the main types of approaches have been discussed in detail with their 

corresponding related works. The main types consist of machine 

learning techniques, semantic similarity measures and meta-heuristic 

approaches. For the future directions, reviewing the WSD 

approaches that have been intended to serve specific language would 

be a great opportunity in the area of Natural Language Processing. 
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