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Abstract

The use of scientific applications on cloud networks increases day by day generating volumes of data and consuming large computational power. These scientific applications find its importance in the field of astronomy, geology, genetics and bio-technology etc. Complex and mission critical scientific applications can be modeled as scientific workflows and can be executed in cloud. The tasks of the scientific applications are generally data intensive and compute intensive. Traditional computer networks are not suitable for handling scientific applications and hence ubiquitous distributed networks like cloud are prominent in hosting scientific applications. The cloud hosted scientific applications and the cloud network need to satisfy many objectives to the interest of its users. This paper explores the multi-objective optimization applications in scientific workflow task scheduling in IaaS cloud and the related algorithms employed.
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1. Introduction

This computer era is drenched with data from business, scientific and personal applications. Complex and mission critical scientific applications requires large and cost effective computing infrastructure to host and execute. Many Scientific applications can be modeled as scientific workflows and can be executed in the distributed environment like cloud. The Cloud forms a promising platform for scientific workflow execution because of its scalable and elastic nature. Also cloud networks are offered on rental basis which frees the user from infrastructure and capital cost for executing applications. Modern approaches models scientific applications in terms of scientific workflows which can be submitted to cloud environment for execution. Scientific workflows contain set of tasks for which cloud resources are provisioned to enable effective execution of the workflows submitted. Several workflow management systems (SWMS) are now integrated with commercial cloud providers such as Amazon (AWS) and Microsoft (Azure) etc.

The big challenge for the cloud provider is to provision cloud resources to the scientific workflows satisfying multiple constraints specified by the Service Level Agreement (SLAs). The cloud providers try to maximize their profit by optimizing the virtual resource usage. The cloud users try to execute their applications in a minimal time and cost. The time and cost are inversely proportional in cloud scientific workflow task execution because to execute tasks in less time the cloud users need to rent high computing virtual resources which is costlier. Hence cloud resource scheduling for scientific workflow task execution can be seen as Multi-Objective Problem. This paper explores the Multi-Objective optimization techniques for scientific workflow task scheduling in IaaS cloud. The task scheduling problem is NP-Hard problem and hence the traditional rule based algorithms are not effective in providing an acceptable solution to the users. This paper explores the literature related to Multi-objective optimization in scientific workflow scheduling in cloud in section 2. The section 3 deals with the Multi-objective optimization techniques and applications. Section 4 explains the important algorithms employed in Multi-objective optimization. Experiments and results are discussed in Section 5. The section 6 contains conclusion and future work.

2. Related work

The works related to Multi-objective scientific workflow scheduling in cloud are limited. We have reviewed selected papers relevant to Multi-objective workflow scheduling in cloud. JJ Durillo and Radu Prodan proposed Multi-objective Heterogeneous Earliest Finish Time (MOHEFT) which gives better trade off solutions for Makespan and financial cost and the results are compared with well known SPEA2* Algorithms [1]. Phyo Thandar, Courtney Powell et. al. proposed Multi-objective and level wise scientific workflow optimization in IaaS Public cloud environment which concentrates on minimization of Makespan, Virtual machine (VM) deployment cost and VM failure [2]. The results are compared with standard SPEA2 and NSGAII algorithms. Miao Zhang, Huqi Li et. al. proposed an adaptive penalty function based multi-objective evolutionary approach for scheduling workflows taking the objective to minimize total execution cost and degree of imbalance[3]. The performance is compared with MOPSO, NSGAII and SPEA2 the well known multi-objective algorithms. Zhaomeng Zhu, Gongxuan Zhang et. al. used Evolutionary Multi-objective workflow scheduling which uses genetic operators to find trade-off solutions for cost and time[4]. The results are compared with SPEA2*, NSPSO, MOHEFT, MODE ε-Fuzzy PSO. Ji Liu, Ester Pacitti et. al. proposed multisite cloud multi-objective scientific workflow scheduling using ActGreedy algorithm. Their work concentrates on finding trade-off solutions for scientific workflow scheduling in cloud.
for execution time and monetary cost [5]. Heyang Xu, Bo Yang et. al proposed multi-objective workflow optimization for workflow scheduling considering fault recovery. The author uses min-min based time and cost tradeoffs [6]. The results are compared with LOSS and IC-PCP algorithms.

3. Multi-Objective Application

The scientific workflows execution on cloud from the cloud user perspective requires many objectives to be satisfied. The aim of the multi-objective optimization is to find the trade-off solutions from multiple non-dominated solutions. The non-dominated solutions that are optimal are called as Pareto optimal solutions. The Pareto optimal solution means that any improvement in one objective further will degrade the other solutions. In scientific workflow executions many objectives like minimizing Makespan, minimizing the execution cost, minimizing failure rate, minimizing the tardiness, maximizing the throughput are some of the Multi-objectives which will be the target of the cloud user.

Mathematically the problem can be represented as,

\[
\text{Minimize } y = f(x) = [f_{\text{makespan}}(x), f_{\text{cost}}(x), f_{\text{frate}}(x)]
\]

Subject to \( c(x) = [c_{\text{makespan}}(x), c_{\text{cost}}(x)] \)

Where \( x \in X, y \in Y \)

As in (1) the cloud user here intends to minimize the Makespan, cost and failure rate of the virtual machines subject to the constraints specified. A Pareto optimal solution here needs to be obtained which is optimized for the three objectives.

The following Fig. 1 represents the pareto front of the popular benchmark problem DTLZ 7 for three objective functions [7] [8].

![Fig. 1: The Pareto front for DTLZ7 test problem](image)

4. Multi-Objective Optimization Algorithms

As described by Deelman et. al the workflow optimization can be done at compositon phase or at instantiation phase or at mapping phase[9]. The most efficient optimization is optimizing the mapping phase of the workflow. The mapping refers to mapping the tasks to the virtual resources available on the cloud. Three popular and well established Multi-Objective optimization algorithms are NSGAIL, SPEA2 and MOPSO. All the three algorithms are Evolutionary Meta-Heuristic algorithms. Originally, Non Dominated Sorting Genetic Algorithm (NSGA) was proposed by K. Deb et. al which uses genetic operators such as selection, mutation, cross over and calculates pareto dominance and crowding distance. SPEA2 (Strength Pareto Evolutionary Algorithm) was proposed by E. Zitzler et. al which uses strength pareto and fitness value parameters and is an extension of the genetic algorithm. The Multi-Objective Particle Swarm Optimization (MOPSO) was given by Kennedy et. al which uses local and global best and the fitness values for finding optimal pareto solutions.

5. Experiments

In this section we present our simple experiment results by using MOEA framework tool [9]. The test problem in Fig. 2 is a benchmark function given by E. Zitzler, K. Deb et.al for evaluating Multi-Objective algorithms.

\[
\begin{align*}
\text{Minimize} & = & \begin{cases} 
 f_1(x) &= x_1 \\
 f_2(x) &= g(x) h(f_1(x), g(x)) \\
 g(x) &= 1 + \frac{1}{m} \sum_{i=2}^{m} x_i \\
 h(f_1(x), g(x)) &= 1 - \sqrt{\frac{f_1(x)}{g(x)}} 
\end{cases}
\end{align*}
\]

As given in Fig. 3 it is clear that SMPSO gives better approximation set followed by NSGA2 and SPEA2.

![Fig. 3: Approximation set comparison](image)

As in Fig. 3 it is clear that SMPSO gives better approximation set followed by NSGA2 and SPEA2.

![Fig. 4: Elapsed time comparison](image)

As given in Fig. 4 SMPSO is taking less time to execute the ZDT1 problem compared to NSGAIL and SPEA2.
The Hypervolume which measures the quality of the non dominated solutions is an important indicator in the Multi-objective optimization. As in Fig. 5 it is evident that SMPSO is having better hypervolume indication followed by NSGAII and SPEA2.

6. Conclusion and Future work

For Multi-Objective scientific workflow optimization in cloud it is better to use the popular Meta-Heuristic algorithms to find optimal Pareto solutions. By our simple experiments we conclude swarm based algorithms give better solutions compared to evolutionary and genetic algorithms. Hybrid algorithms can also be explored much on this research area. However, recently Hyper-Heuristics techniques are becoming popular. Hyper-Heuristics techniques are problem and independent and more general. In our further work we will explore the hyper-heuristics algorithms which employ the strength of the currently available multi-objective algorithms for scientific workflow scheduling.
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