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Abstract 
 
India, a land of marvels, is outstanding in many aspects, its culture, ecosystem, etc. Sadly, it also ranks among the top countries in the 
world to have an annual suicide rate. This project aims at the foundation of human emotion surveillance.  This system assists in the facial 

recognition, feature extraction and the threshold detection of stress for emotions expressed through face using the viola-jones algorithms 
and weak classifiers.  This focuses basically on segregation of positive and negative emotions, detecting stress based on a usual threshold 
value and possibly providing an alternate means to let loose the extra stress built up if possible. 
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1. Introduction 

India, a country filled with culture and rich heritage portraits itself 
as one of the most leading countries in many fields, but sadly it 
also ranks one of the tops in the rates of suicides attempted per 
year. According to a WHO report published in Thursday which 
found that one person commits suicide every 40 seconds globally. 
India ranked in the tops in suicide rates in 2012 of which most are 
in the age group of 15-29 years of age [1]. 

 
Fig.1: State wise suicide rates

 [4] 

 

Every year about 30 to 44 people per 100,000 Indians aged be-

tween 15 and 29 kill themselves [2]. Of the 134799 suicides in the 
year 2013, 32325[3] deaths were from family issues, a quarter of 
the whole, which could have been resolved with a proper sitting. 
Of the deaths in the age group of 15 and 29, most are because of 
the parental pressure to fare well in the board examinations [3][4]. 

 
Fig.2: State wise farmer suicide rates 

[6]
 

 

15 people commits suicide every day in India, with statistics 
showing Tamil Nadu as having the most deaths in 2014[5]. Farmer 
suicides in the country rose by 42% between 2014 and 2015, ac-
cording to newly released data from the National Crime Records 
Bureau (NCRB). It recorded 5,650 suicides by farmers and culti-
vators in 2014. The figure rose to 8,007 in the latest data [5]. The 
Major reasons for these attempts are low self-esteem, loneliness, 

lack of care etc., these are the factors that take over the emotions 
over a time period and causes depression making them take the 
worst decision – suicide. Our project aims at deducing the stress of 
the person before it reaches to that unfavorable outcome.  
 
The paper is divided into five sections. Section I deals with the 
introduction. Section II gives a glimpse of the pre-existing tech-
niques. Section III gives a detailed overview of the methodology. 
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Section IV states the results obtained. Section V has the conclu-
sion and the future indications. 

 
Fig.3: States with highest suicides in 2015 

[5]
 

2. Literature Survey 

2.1. Face detection 

Various methods have been developed for detecting the face. This 
has undergone a long and wide journey ranging from the detection 
based on color threshold, crust-trough method to many sophisti-
cated feature based algorithms like viola-jones and Kanade-lucas 

Tomasi (KLT) algorithm. The difference in the color of the face 
from the rest of the background was utilized in color thresholding; 
this was a poor method for the purpose as during the presence of 
any light-colored wall (background) or some peach colored shirt 
can be misinterpreted as the skin, leading to miscalculations. Also, 
there are variations to the skin color. The surface near the mouth 
and the eyes form a trough in the processed image of the face, this 
also proved to be not as effective owing to the fact that the image 

may contain many other regions with troughs. Thus, we move 
onto the feature based advanced methods. The Viola–Jones object 
detection framework[6], proposed in 2001 by Paul Viola and Mi-
chael Jones, is the first  framework to provide competitive object 
detection rates in real-time. It was motivated mainly by the prob-
lem of face detection. This face detection framework is capable of 
processing images extremely rapidly while achieving high detec-
tion rates. 

 

2.2. Emotion detectors 

 
Early works are based on either static images or for specific cus-
tomized faces. Damir et.al [7] had proposed a system that classifies 

based on feed tum data. Neha et.al [8] had proposed a system based 
on color and feature based system. Both the above systems work 
only on static images. Seyedehsamaneh et.al [9] had proposed a 
system wherein the images are detected using optical flow method 
with Extreme Sparse Learning. This in our case of detecting only 
the negative emotions seems to be complex. 

 
Pre-existing systems like AFFECTIVA [10] are a few proprietary 

software that help detect the human emotional response. AFFEC-
TIVA is an emotion measurement technology company that grew 
out of MIT's Media Lab, which has developed a way for comput-
ers to recognize human emotions based on facial cues or physio-
logical responses. Among the commercial applications, this emo-
tion recognition technology is used to help brands improve their 
advertising and marketing messages. Another major application 
has been in political polling. Hence, here is our project aiming at 
the detection of various emotions of a human through the facial 

feature extraction. 

 

 

 
 

2.3. Other methods of detection 
 
Apart from face there are other methods for detecting the emo-

tional level of the individual. Speech recognition [11], web mining 
of suicide blogs [12], observation of EEG signals [13] are a few al-
ternative methods. But these cannot be used as a primary means of 
detection as they are not as reliable. These can be augmented to 
the facial emotion detection technique to improve the recognition. 

3. Methodology 

Face speaks more than the words. Face of the subject is captured 
using the camera module. The detected image is processed to 
identify the face of the subject using viola-jones algorithm. This 
detected face is processed and the emotions are classified as either 
positive or negative emotions. This is plotted and an increase in 
the negative emotion can be inferred as increase in stress. 

 
Fig.4: Overall methodology 

3.1. Face detection 

The image captured using the camera module is processed using 
viola-jones algorithm which uses Haar like features to get the 

bounding box around the face. Haar features are geometric fea-
tures that assist in identifying the features that are geometric in 
nature and have some difference in color.  

 
Fig.5: Haar features used in viola-jones algorithm.  

For instance, when detecting face, feature © is utilized to identify 
the eye pair and nose. 

 

3.2. Feature extraction 

 
Stress is an outcome of negative emotions. A few key activation 
points were utilized to identify the emotions and classify them. 
Most of the voluntary muscles of the face are contributes to the 
detecting algorithm. The viola-jones algorithm was trained to 
create a detector or handle that can be used to identify these key 
points. A Histogram Of Gradients (HOG) feature, a technique that 
counts occurrences of gradient orientation in localized portions of 

an image, is utilized to train the detector. 

https://en.wikipedia.org/wiki/Affective_science
https://en.wikipedia.org/wiki/MIT_Media_Lab
https://en.wikipedia.org/wiki/Emotion_recognition
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Fig.6: HOG feature of a face. 

3.3. Emotion Recognition 

The emotions are to be extracted from the detected face. The im-
age that is captured from the camera module, contains the facial 
features. The detected face is pre-processed (i.e.) cropped and 
resized. The detectors defined prior can be utilized to identify the 

emotion and sort them. It must be noted that viola-jones algorithm 
uses adaboost algorithm with cascading classifier, wherein a series 
of weak classifier’s classification with a satisfactory threshold is 
combined to give an acceptable outcome. 

 
Fig.7: Simple Classification of emotions 

 

Stress Threshold: 

 
After the emotion is detected, it is plotted against the time axis. 

Over a period of time it is observed and if it crosses an estimated 
threshold value, some action is performed.  

 

3.4. Activity 

 
A vent to express the stress out would prove to be a wonderful 
method of getting relieved from stress. Few of the probable activi-
ties in case stress is detected are playing music in case where the 
threshold is acutely high or creating a call setup to any loved ones 
in case the peak is reached gradually. 

4. Result 

The video from which snapshots were detected has been trained to 
deal with one face at a time. The algorithm runs with a very low 
false positive and almost no false negative. The number of false 
positive can be reduced by augmenting the system with a voice 
recognition system that implements single word recognition like 
Alexa, training it to identify negative words and thus improving 
the overall response of the system.  

 
 (a)           (b) 

 

 
  (a)              (b) 

Fig.8: Sample image from live video.  (a) positive emotion (b) negative 

emotion 

 

The result obtained is plotted with the no of trails in x-axis and the 
percentage accuracy in the y-axis.  

 
Fig.9: Shows this plotting. 

5. Conclusion  

The proposed system detects the face using haar features with 
viola-jones algorithm, detects and extracts features based on train-
ing provided with hog features with viola-jones. This model gives 

a low false positive rate which can be corrected by augmenting it 
with other emotion detection technique like word recognition. 
Future indications include migrating this whole system to a more 
mobile environment so as to gather more images of the subject, 
improve the action to be performed choices. 
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