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Abstract 
 

Diabetes is characterized by impaired metabolism of glucose caused by insulin deficiency. Diabetic retinopathy is the eye disease, is 

caused by retinal damage which is generally formed as a result of diabetes mellitus. It is a serious vascular disorder for which early de-

tection and the treatment are required to inhibit the intense vision loss. Also, the diagnosis entails skilled professionals for detection be-

cause non-automatic screening methods are very time consuming and are not that efficient for a large number of retinal images. This 

paper provides a broad review of various techniques and methodologies used by the authors for diabetic retinopathy detection and classifi-

cation. Furthermore, most recent work and developments are studied in this paper. We are proposing an advanced deep learning CNN 

approach for automatic diagnosis of DR from color fundus images. 
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1. Introduction 

Retina is the complex organ of a human eye. It is the third and 

inner layer of the eye and the only part of the brain which is 

reached by daylight. Its purpose is to convert the light which has 

been focused by the lens into electrical signals and then send them 

back to the brain where the essential visual cortex waits to process 

those signals further for visual recognition. Diabetes Mellitus 

occurs when too much sugar is circulating in the human blood 

stream. Diabetic Retinopathy or DR is commonly called as Dia-

betic Mellitus which demonstrates itself in the retina. The symp-

toms of DR are not that prominent and hence patients having this 

disease are not concerned about the changes in vision. DR is the 

principal origin of complete vision loss. According to the Interna-

tional Diabetes Federation in 2015, about 415 million grown-ups 

had diabetes throughout the world and they projected this figure to 

grow by 50% to 642 million by 2040. Advanced treatment and 

diagnosis of DR may reduce the possibility of critical vision loss 

or blindness.  

Retinal images usually contain various elements like macula, optic 

disk (called as OD), blood vessels, fovea etc. Clinicians generally 

categorize DR into two main classes known as proliferative 

DR(PDR) and Non-Proliferative (NPDR) which is the primary 

stage of DR. Microaneurysms are minor areas of swelling in the 

retina's blood vessels which appear as red dots that occur due to 

lack of oxygen. Yellow lipids caused by the damage of blood ves-

sels and emerged as bright yellow lesions are called as exudates. 

Exudates have two types that are Hard exudates and Soft exudates 

which are named as Cotton Wool Spots. Hemorrhages are big 

blood clots caused by ischemia in the retina. NPDR has three clas-

ses mild, moderate and severe DR. Mild DR contains at the mini-

mum one Microaneurysm which exists in the retina and it is the 

earliest clinically noticeable lesion, it also contains some hard or 

soft exudates. Moderate DR includes some Microaneurysms or dot 

hemorrhages as well as Soft exudates and IRMA. In Severe DR, 

the retina has various microaneurysms and intraretinal hemorrhag-

es in all the four quadrants. 

The modern attempts in the field of diabetic retinopathy include 

the extraction of lesions such as microaneurysms, blood vessels 

and exudates etc through which the classification is performed. 

The objective of this research paper is to encapsulate the recent 

research developments which have been performed for automatic 

diagnosis of DR detection and monitoring system. The image 

processing methods already achieved precise results in DR detec-

tion and it is the active research area at the current stage. Also, this 

paper proposes the deep learning model for the recognition of 

diabetic retinopathy which automatically learns features by using 

convolutional neural network i.e. CNN. 

 

 
Fig. 1: Retinal image and its features 

2. Related Work  

This section covers various methods and procedures adapted for 

DR screening. G. G. Gardner et al. [1] deftly presented artificial 

neural network and some pre-processing techniques for diabetic 

retinopathy screening. They applied back-propogation neural net-

work for analyzing the retinal fundus images of 147 patients with 

DR and 32 from normal subjects. They implemented exudates 

http://creativecommons.org/licenses/by/3.0/
http://www.sciencepubco.com/index.php/IJET


International Journal of Engineering & Technology 135 

 
detection by using maximum median filtering method, in this 

method the center pixel value is swapped by the maximum value 

and similarly, for hemorrhages they used minimum median filter-

ing. Later, Nine(9) point averaging filter along with the Sobel 

edge detection operator was used for blood vessel detection. They 

achieved 88.4% sensitivity and 83.5% specificity for Yes or No 

binary classification using the neural network. 

R.Priya and P. Aruna [2] proficiently addressed this problem by 

using SVM, PNN & Bayesian Classification models. The input 

images first pre-processed by converting RGB to Grayscale image 

and adaptive histogram equalization for contrast improvement in 

the image, later they applied a discrete wavelet transform for re-

ducing the size of the converted image followed by a matched 

filter and fuzzy C-means segmentation. Feature extraction was 

obtained by using Green channel extraction, thresholding, and 

morphological operations. Among SVM, PNN and Bayesian Clas-

sification, SVM was found more efficient with an accuracy of 

97.6%, Bayes Classifier with 94.4% and PNN with 89.6%.  

Sohini Roychowdhury, K.Parhi et al. [3] brilliantly proposed an 

important contribution by introducing a DREAM system in which 

a novel two-stage hierarchical classification algorithm was used 

for automatic recognition and classification. In primary step, a 

minimum-intensity maximum solidity algorithm used to detect the 

regions corresponding to OD and vasculature. In the second stage, 

lesion classification was implemented on the basis of a red and 

bright lesion in the following two phases: In phase-1, lesions are 

classified as true and non lesions and in phase-2, red lesions iden-

tified as micro-aneurysms and hemorrhages. For lesion classifica-

tion, the authors used GMM, SVM, KNN and AdaBoost methods. 

This DREAM system achieved 90.4% accuracy. 

M.Rajesh Babu et al. [4] proposed a method for exudates classifi-

cation from color fundus images. First, pre-processing was done 

by using color space conversion and histogram equalization was 

used for Contrast Enhancement. Optic disc identified by using 

Edge detection technique and Dilation operation was used for 

Blood vessels removal because they have a similar concentration 

level of exudates. Finally, exudates were identified using Closing 

operation. Later for classification, the segmented image of exudate 

was delivered to an SVM classifier. They used Gray Level Co-

occurrence Matrix (GLCM) for extraction of input features for 

SVM. 

Jaydeep De et al. [6] introduced the graph theory mechanism to 

uncover the filamentary irregularities in the retinal fundus image, 

it is implemented for finding the filamentary arrangement and then 

disconnect the thread structure into disjoint of a thread. The im-

plementation has been done in two steps, segmentation and tracing. 

The outcome of segmentation is then translated into 1-pixel skele-

ton map (i.e. junction, body, terminal, and root) thickness and 

assembled the digraph from the converted skeleton map. The theo-

rem called matrix-forest was applied for label propogation and has 

been used for tracing outcome on the digraph. 

3. Image Datasets used for DR Screening and 

Research  

The Fundus camera is a device which is used to capture the retinal 

image. The selection of dataset to train and test the data plays an 

important role in the judgment of any proposed systems. Various 

standard datasets are publicly available for the assessment of algo-

rithms introduced for the computerized screening and diagnosis of 

DR. There are seven databases which are available in public do-

main such as DRIVE, STARE, DIARETDB, e-ophtha, HEIMED, 

Retinopathy Online Challenge (ROC), and Messidor. 

The DRIVE (called Digital Retinal Images for Vessel Extraction) 

dataset, here the images were acquired in The Netherlands. The 

images were obtained by using a Canon CR5 non-mydriatic 3CCD 

camera with a 45-degree field of view (FOV). It consists of 40 

color fundus images, which are stored in the TIFF format. STARE 

is the STructured Analysis of the Retina database involves a com-

plete set of 400 raw images applied for blood vessel segmentation.  

Another is MESSIDOR, a widespread dataset used for DR screen-

ing contains 1200 eye images. The images were obtained by using 

three different ophthalmologic departments using color video 3 

CCD camera with a 45- degree field of view (FoV).   

DIARETDB1 and DIARETDB0 contain images which are 

1500x1152 pixels wide and stored in PNG format. It has normal 

and abnormal images containing symptoms of retinopathy. 

4. Performance and Discussion 

For analyzing the achievement of all the methods discussed in the 

related work section, authors considered some quality parameters 

such as sensitivity, specificity, and accuracy. These parameters are 

calculated as: 

Accuracy = Total (TP + TN)/ Total number of individuals in 

population 

Sensitivity = True Positive/ (True Positive + False Negative) 

Specificity = True Negative/ (True Negative + False Positive). 

Accuracy is usually called as the Area Under the Curve (AUC). 

The methods discussed above for the detection of diabetic reti-

nopathy, all used different dataset and used various image pro-

cessing and machine learning algorithms used for extracting the 

features of retinal fundus images and classification as well. The 

whole discussion is summarized in Table 1. 

In this research paper, we have presented various previous works 

done to implement the image screening and procedures to detect 

the stages of DR. Majority of the previous work required manual 

methods for extracting the features from given images before be-

ing input to an SVM classifier. Manual methods are sometimes 

time consuming if the dataset contains large number of images. 

Recent developments got significant benefits by making use of 

machine learning and computer vision techniques but there are 

still some problems with accuracy.  If we consider Support Vector 

Machine (SVM) classifier, it is a time-consuming process for 

training the model if used for large datasets. Also, SVM does not 

provide an unambiguous result if our dataset contains noise. The 

problem with KNN (K-Nearest Neighbors) is that it generally 

gives a non-zero distance for the images of the same subject with 

same orientation and lighting conditions with different locations. 

Also, Bayes classifier assigns zero (0) probability if the particular 

variable in the testing dataset is not observed in the training set 

and generally not able to make predictions. 

Authors achieved great results with the use of image processing 

and machine learning concepts along with computer vision but 

much work demanded feature extraction from the input images 

before fed to the classifier. Here this paper is proposing a method 

in which we are using Deep learning mechanism to train the clas-

sifier. We are aiming to reduce the required time to complete the 

whole procedure by using convolutional neural networks which 

require less training time corresponds to the above methods like 

SVM, ANN and Bays classifiers etc. CNN has the ReLu activa-

tion function which is called as Rectified Linear Unit, it is better 

than the sigmoid and tanh function because it is more efficient and 

the gradient never saturates in the positive region. 
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Table 1: Result of various DR detection and classification techniques 

Sr. 

No. 

Authors Datasets Techniques Evaluation Results 

Sensitivity 

(%) 

Specificity (%) Accuracy 

1 G G Gardner et al.[1] Clinical data 
(Fundus images) 

Artificial Neural Net-
works 

88.4 83.5 93.1% for exudates 
and 73.8% for hemor-

rhages detection 

2 R.Priya and P. Aruna [2] DIARETDB0 SVM, PNN & Bayesian 
Classification models 

SVM:  96.36 
PNN:  90.90 

Bayes: 92.72 

SVM: 90.00 
PNN: 70.00 

Bayes: 80.00 

SVM:  95.38 % 
PNN:  87.69 % 

Bayes:  90.76 % 

3 Sohini Roychowdhury, Parhi 

et al. [3] 

Messidor GMM, SVM, KNN, and 

AdaBoost 

100 53.16 0.904 

4 Jaydeep De et al. [6] DRIVE and  

STARE 

Graph Theoretical Ap-

proach 

- - 0.546 

5. Proposed Work 

Machine learning has gained most of the attention in the recent 

state-of-art technology developments. It has many image pro-

cessing uses such as biomedical imaging, satellite image pro-

cessing, Artificial Intelligence such as object detection. Deep 

learning which is the subpart of machine learning has recently 

gained accurate results in many healthcare systems like skin can-

cer diagnosis, brain tumor detection, breast cancer identification 

and diabetic retinopathy recognition etc. 

Convolutional Neural Networks (CNN), a class of DL, has a spec-

tacular record for applications in digital image analysis and inter-

pretation, along with medical imaging and video analysis. It is also 

used in Natural Language Processing (NLP) and drug discovery 

etc. The flowchart of our proposed diabetic retinopathy classifica-

tion model is represented in Fig.2. 

It contains following building blocks: 

5.1. Data Augmentation 

The input fundus images are first sent to data augmentation block. 

The neural network usually demands a large number of training 

data or images to achieve better results in deep learning. Image 

augmentation is the addition of new artificial data obtained from 

the given set of images which can be used for better prediction. 

This can be done by using various methods of processing such as 

random cropping, vertical mirroring will give us different exam-

ples of images in the training set, rotations, color shifting, shearing, 

and flips, etc. 

5.2. Preprocessing 

The dataset often contains images from patients of different age 

groups and different levels of brightness in fundus photography. 

This affects the intensity values of a pixel within the images hence 

we need preprocessing like normalization, gray scale conversion 

etc. The simple and initial preprocessing step is zero-center the 

data followed by normalization. 

 

 

 

 

Fig. 2: Flowchart of proposed model 

5.3. Convolutional Neural Network 

CNN contains following set of layers for classification: 

5.3.1. Convolutional Layer 

The Convolutional layer is an important component of CNN 

which performs most of the computational task. The initial goal of 

convolution in case of a CNN is to extract features from the input 

image. Here we define a weight matrix whose function is to get 

features from the images. It acts as a filter in the given image 

which is used to extract particular data from the original matrix. 

Convolution conserves the orientation in space between pixels by 

learning the features of an image using small squares of input data. 

5.3.2. Pooling layer 

Whenever the given images are very large, it is required to reduce 

the number of trainable elements. Spatial Pooling also called sub-

sampling or downsampling. Pooling is implemented mainly for 

reducing the dimensional size of the image. Maxpooling is a 

common form of pooling. 

Here, we define a spatial neighborhood and take the greatest ele-

ment from the rectified feature map within the particular window.  
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5.3.3. ReLU layer 

ReLU is named as Rectified Linear Unit and is a nonlinear opera-

tion. Its function is given by: 

 

Output = Max (zero, Input)          (1) 
 

It is the most frequently used activation function. This is non line-

ar operation as the errors can be evenly backpropagated in this and 

it has many layers of neurons which are being activated by using 

the ReLU function. 

5.3.4. Dropout Layer 

It is known as the regularization technique and is used to prevent 

the network over-fitting. Its goal is to produce improved results 

for neural networks in supervised learning operations. During the 

training process, some neurons in this layer are dropped in a ran-

dom fashion. 

5.3.5. Fully Connected Layer 

It is the conventional Multi-Layer Perceptron which makes use of 

a special softmax activation function in the final layer. It is named 

as “Fully Connected” because each neuron in the preceding layer 

is given as an input to every neuron on the next layer. Each pixel 

is interpreted as a distinct neuron in this layer. The number of 

neurons in this layer is equal to the number of classes to be pre-

dicted. 

5.3.6. Classification Layer 

It is the final layer. This is the softmax layer used to categorize the 

input fundus retinal images used single-class or multiclass classi-

fication. 

6. Conclusion and Future Work 

We have elaborated the previous and recent work in the domain of 

diabetic retinopathy which emphasizes the methodologies and 

techniques required to detect the disease among patients. Though 

significant implementation has been accomplished in this field, 

there are many areas to work in this domain like vessel segmenta-

tion and detection of arteries and veins etc. We also proposed our 

deep learning technique for identification and grading of DR from 

fundus images using the recent CNN model. 
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