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Abstract 
 

At the end of 2016, Indonesia was shaken by a demonstration of the election of the Governor of Jakarta Capital Special Region and polit-

ical issues related to religious defamation. Does this condition have an impact on stock prices and returns? The aim of this study is to test 

the week day pattern in IDX using LQ-45 stocks during selected observation period of August 2016-January 2017. Then a GARCH 

model is used to investigate the presence of week day pattern in the stock market. Therefore, the GARCH model is able to describe ob-

served statistical characteristics of many time series of financial assets return. The test results show that there is a difference in average 

stock return during the trading day. The lowest and the highest return are observed on Monday and Wednesday, respectively. Meanwhile, 

the average negative return on Friday is not proven to significantly drive the occurrence of Monday effect. Return on Monday is influ-

enced by the frequency of trading, not by trading volume. Is there anything to do with the psychological aspect of investors solely in 

assessing risk acceptance to stocks? Research agenda related to this is very relevant to do in the future. 

 
Keywords: Monday Effect; Bad Friday; Political Issue; Stock Return; ARCH-GARCH 

 

1. Introduction 

For about the last six months of 2016, there were many demon-

strations on Fridays due to the Governor elections in Jakarta and 

the religious desecration incident that surrounded the political 

incident. In September 2016, PDI Perjuangan proposed Ahok as 

the Governor candidate. This news directly made Indonesian soci-

ety, especially Jakarta, start to be exposed by various issues in 

social media. The second incident was the case/accusation of reli-

gious defamation that was done by Basuki Tjahaja Purnama 

(Ahok), which ended in large demonstrations from the middle 

until the end of 2016. These demonstrations were generally done 

on Fridays, such as on 16 September, 14 October, 21 October, 4 

November, 25 November, and 2 December 2016. Did this condi-

tion have an effect on the stock prices and returns? 

The condition of the capital market cannot be separated from the 

political condition of a country. If the political condition is condu-

cive, then the stock prices will increase, whereas if the political 

condition is unstable or chaotic, then the stock prices and returns 

will decrease (1-3). Meanwhile, it is suspected that the political 

condition can influence the high or low stock returns, especially 

on Fridays. Besides the political incidents for the last 6 months of 

2016, several empirical facts show that there were also bad anom-

alies on Fridays (bad Fridays), where issuers received negative 

returns for their stocks on Fridays (4-6). What happens in a regular 

political condition then becomes a bad Friday, moreover if it is 

added to political and social uproar, as well as the intensive news 

in social media that makes the news become unpredictable and 

spread quickly. There are indications and previous research that 

state that on bad Fridays, this will carry over to Mondays, which is 

known as the „Monday effect‟ (4-5, 7-8). This means that negative 

returns on a Friday will continue on the following Monday. Is that 

research also still consistent from the last 6 months of 2016 with 

an abnormal political condition?   
Previous research also sought out the causes of the effects on 

Mondays. However, there has not been research that especially 

studies the influence of trading volume and stock frequency to-

wards the effects on Mondays. As is known, there is a relationship 

between stock liquidity and an increase in stock prices through 

investor expectations to receive profit from their stock sales. Poli-

cyholders in the stock market take advantage of the trading vol-

ume, prices, and frequencies to measure stock liquidity. This 

means that there could be stock returns related with the trading 

volume and frequency (9-10). Meanwhile, other research reveals 

that the stock volume and/or frequency is not related with stock 

returns (11).  

Calculating stock returns is usually done on a long-term basis, 

even for dozens of years. In such a condition, stock returns can be 

influenced by several factors and incidents that are difficult to be 

controlled. Research results on stock returns can have potential 

confounding effects that may disrupt observable stock return esti-

mations (12-14). Related with this, research needs to be conducted 

on stock returns that are analyzed for a shorter period of less than 

one year.    

Besides these aspects above, there are bad Friday and Monday 

effects that still raise questions, keeping in mind that there has 
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been various research on this topic. Several pro findings related 

with bad Fridays were found in some research (4, 5). Meanwhile, 

contra research results were also discovered about bad Fridays 

(Cross, 1973). There are also those who agree with the Monday 

effects Bessembinder and Hertzel (15), Cross (16), French (17), 

Fishe, Gosnell (18), Ajayi, Mehdian (19), Berument and Kiymaz 

(20). They stated that average returns on Fridays were higher than 

average returns on Mondays, or returns on Mondays were lower 

than returns on Fridays. Najand and Yung (21) documented that 

the Monday effect phenomenon not only pertains to stocks, but it 

is also experienced in other financial assets like treasury bills (22, 

23); treasury bonds (24, 25); and foreign exchange markets (26, 

27). Meanwhile, other research results showed that Monday ef-

fects could not be proven during an economic crisis (28) but 

Muhammad and Rahman (29) found otherwise. This implies that 

there are inconsistencies from previous studies on Monday effects. 

As a result, further research is still needed to find more conclusive 

deductions regarding this.   

Previous research that was done on international financial markets 

mostly examined the return average seasonal patterns as well as 

financial asset price volatility using a generalized autoregressive 

conditional heteroscedasticity (GARCH) model variation (30, 31). 

The GARCH specifications were evaluated as being more appro-

priate compared with a standard statistical model, because 

GARCH is consistent with return distributions which tend to be 

leptokurtic, and the model allows for the presence of long-term 

historic data in return distribution variation. Therefore, Najand and 

Yung (21) and Bauwens and Laurent (32) considered the GARCH 

model as being able to represent statistical data characteristics that 

could be observed from financial asset return time series data. 

Berument and Kiymaz (20) did not only study the stock return 

seasonal patterns, but they also tested whether there were any 

stock return volatility variations/deviations on a trading day. In-

formation regarding stock price changes during a transaction day 

in the stock market is related with the time or when transaction 

activities are conducted for investors. These return volatility pre-

dictions are advantageous for investors to readjust their portfolios 

by reducing assets that have high volatility as well as for hedging 

strategies.   

The method of calculating stock returns generally uses a regres-

sion analysis by applying real stock return data. By having the 

ARCH-GARCH method, it facilitates projections with a data con-

dition that is already stationary. Based on researcher observations, 

there is no known research that examines the predictability of 

Monday effect stock returns for stocks that are classified as LQ-45 

in one day (intra-day pattern), based on company characteristics 

like trading volume and trading frequency using the GARCH 

model, especially when the political condition is unstable. There-

fore, related with this goal, the GARCH model will be applied to 

test the presence of the return pattern phenomenon during the day 

of the week pattern in the stock exchange. The purpose of this 

research is to depict the stock seasonal return pattern. This can be 

done by following three examination stages: to predict whether 

there is a day of the week pattern in the stock exchange, to see 

whether negative Friday returns (bad Fridays) have an effect on 

the Monday negative return averages (bad Mondays), as well as to 

predict the causes of return changes on Mondays based on trading 

frequency and volume.  

2. Literature Review 

Market efficiency refers to what extent stock prices and other 

security prices reflect all of the available and relevant information. 

Investors are unable to win the market because all of the available 

information is already reflected in all of the stock prices (33). 

Hypotheses regarding an efficient market can be divided into three 

groups based on the classifications of the efficient market hypoth-

eses tested (34). This research focuses on assessing whether there 

is market efficiency in a weak form, meaning by assessing returns 

based on monthly, weekly, and daily patterns. The stocks exam-

ined are classified in a liquid 45 group (LQ-45) to avoid the slight 

trading transactions during the observation period. It gives mean-

ing to market anomalies as a form of efficient market violation. 

The kinds of market anomalies that are often discussed include 

market to book ratio, PER, and company measurement. In line 

with the financial market research dynamic, the market anomalies 

are more various with discovering daily effects, weekend effects, 

and January effects. As for the stock exchange daily effects on 

stock return fluctuations, it makes the returns not diversified dur-

ing the transactions. An indication that can be explained is there 

are differences in investor preferences in conducting transactions 

at that time, which result in return changes.  

2.1. Changes in Average Daily Returns in a Week 

(Weekday Effect) 

Based on the weekday effect phenomenon, in every day in a week, 

there are different daily return averages. Previous research (17, 23, 

35, 36) revealed a weekday effect, meaning a Monday effect and a 

Friday effect. A Monday effect is a condition where negative 

stock returns are significant on that day, so that the Monday effect 

occurs when the Monday average returns are smaller than the 

average returns on another day besides Monday. As for the trading 

day effects discovered from findings by Cross (16) in the United 

States financial market, there are differences in stock returns on 

Fridays and Mondays. Furthermore, these trading day effects were 

elaborated by French (17), who reported that the highest and the 

lowest returns are on Fridays and Mondays. According to 

McGowan Jr and Ibrihim (37), these trading day effects occur in 

developed financial markets or developing financial markets, 

where the highest and the lowest returns do not always happen on 

Fridays and Mondays.   

Previous studies already explored the causes of Monday effects, 

such as investor psychology. This psychological aspect is due to a 

pessimistic feeling on Mondays and an optimistic feeling on Fri-

days. There are not only pessimistic and optimistic feelings, but 

there is also a feeling of going along with the trend in stock mar-

ket trading activities. Usually on Fridays, investors are enthusias-

tic or looking forward to the weekend. Meanwhile, on Mondays, 

they are still influenced by the weekend condition, so that they are 

not as motivated to engage in transactions. As a result of spreading 

to stock prices, it influences stock returns. The effects of trading 

transactions can change every day due to the influence of investor 

behavior (16, 38, 39). With an argumentation like this, the follow-

ing hypothesis can be formulated:   

Hypothesis 1: The average daily returns are different in a week 

(weekday effect) in the stock exchange. 

 

2.2. The Friday Stock Returns Influence the Monday 

Stock Returns (Friday-Monday Day of the Week 

Effects) 

 
Previous research has confirmed that stock returns on Mondays 

have a negative value (profit loss) (Cross, 1973; French, 

1980(40)). Cross (1973) stated that in 5 years of research, the 

stock return averages on Mondays were always negative. These 

results imply that the market is inefficient. Meanwhile, Wang, Li 

(41) stated that in one month, the Monday returns in the fourth and 

fifth weeks were negative. This was due to information announced 

in the previous trading session. This finding reveals that Friday 

returns influenced Monday returns. In other words, if there are 

negative returns on Fridays, it can still have a negative effect on 

Monday returns.   

Jaffe, Westerfield (42) discovered that abnormally low returns on 

a Monday appear to follow a stock market decrease. Actually, the 

Monday effect is almost non-existent when the previous market 

increases. This means that the low returns on Mondays do not 

exist independently; there is a connection with Friday returns. 
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Monday returns have a positive correlation with the previous Fri-

day returns. Their finding elaborated that even after one calcula-

tion for the next Friday-Monday correlation. Hirshleifer and 

Shumway (43) and Michayluk and Neuhauser (44) supported this 

where negative returns that occur on a Monday are a continuation 

of the effect of negative returns on that Friday. The stock sales 

transactions on Mondays will be more intense when the stocks 

experience bad Fridays on the previous week. The high level of 

offers will impact the condition in the stock market, which can 

cause stock prices to weaken, so that it will continue with negative 

returns on the next Monday. With this kind of an argumentation, 

the following hypothesis can be formulated:  

Hypothesis 2: Stock price returns on a Friday influence stock 

price returns on the following Monday 

2.3. Influence of Trading Volume and Frequency To-

wards Friday and Monday Stock Price Returns  

There is no general common agreement regarding what variables 

can become the best predictors to determine stock returns, but 

several company characteristics can become items for considera-

tion when choosing stocks for the first time (45). The relationship 

between company characteristics (like company measurement, 

earnings, and market to book value) with abnormal returns has 

been frequently documented. As for this relationship pattern, it 

shows that the market is inefficient, because there are still oppor-

tunities for investors to obtain abnormal returns. The market effi-

ciency theory explains that no one is able to obtain abnormal re-

turns based on information about company characteristics. Past 

research carried out by Banz (1981); Basu (1983) and Malkiel (46) 

about the size effect reveals there is a pattern where small compa-

ny stocks actually have higher returns compared with big compa-

ny stocks. Meanwhile, Fama and French (1992); Lakonishok, 

Shleifer (47); and Drew, Naughton (48) researched the relation-

ship between market to book value and stock returns. Another 

finding stated that stocks with a small P/E ratio will obtain higher 

return averages than stocks with a high P/E ratio (49-51).  

Other studies on company characteristics and stock returns were 

also researched, such as the kinds of industries (52); concentrated 

industries (53); and exchange value exposure towards industry 

returns (54). In addition, stock liquid proxies like trading volume 

can also be connected with stock returns (9, 11, 55). Another 

proxy is seen from the frequency of stock trading, where the high 

or low frequency of trading in stocks will influence the stock re-

turns. Yadav et al. (1999) mentioned that there is a positive rela-

tionship between the trading frequency and stock returns. Elvira 

(56), who studied Syariah stocks, stated that the trading frequency 

has a significant and positive relationship towards the stock re-

turns, where big stock trading frequency will increase the stock 

returns, and the other way around. The high volume of Syariah 

stock trading indicates that the stocks are sought after by inves-

tors, so that it will increase stock prices, which will then increase 

Syariah stock returns. Liquidity is one of the factors that are 

strongly considered by investors in making investment decisions 

(57, 58). Stocks with high liquidity will increase the probability to 

obtain stock returns, which in the end will increase stock prices. 

So, stocks are considered liquid if the stocks do not have any dif-

ficulty in buying or reselling. The stock exchange authority has 

already used trading volume, prices, and frequency as measure-

ments of stock liquidity. This means that when the volume, value, 

and frequency are higher, the stock liquidity will also be higher. 

The proposed hypotheses are as follows:  

Hypothesis 3a: The stock return averages on a Monday are influ-

enced by the trading volume and frequency on a Monday.  

Hypothesis 3b: The stock return averages on a Monday are influ-

enced by the difference between the trading volume and frequency 

on a Friday and Monday. 

 

3. Methodology/Materials 

3.1. Data Types and Sources  

This research used secondary data that was obtained from the 

website: www.idx.co.id, which included data about daily closing 

stock prices, trading volume, and trading frequency of 45 stocks 

that were included in the LQ-45 list from August 2016 to January 

2017. This LQ-45 stock category was chosen to reduce the bias 

that may occur as a result of having inactive or less active stocks 

traded during the observation period.   

3.2. Variable Measurement  

There were three variables in this research: daily stock returns, 

trading volume, and trading frequency of LQ-45 stocks during the 

research period. The variable measurements are described below:  

a. Daily stock returns are the ratio between the difference of one 

day‟s closing stock prices with the previous day‟s closing 

stock prices. The formula is:  

                                                (1) 

 

Where: 

Rit : Stock return i on the t day  

Pit : Stock closing prices i on the t day  

Pit-1 : Stock closing prices i on the t-1 day 

 

b. What is meant by the trading volume here is the number of 

stock shares of an issuer that are traded in the stock exchange, 

especially on a Monday.   

c. The trading frequency shows the trading intensity done for a 

certain period, where the frequency reflects the flow of in-

formation that is received by the investors.  

d. The trading difference/ delta volume is obtained by reducing 

the trading volume on a Monday (Vis) with Friday (Vij). 

∆V_(it=V_is-V_ij )                                         (2) 

e. The trading difference/ delta frequency is obtained by reduc-

ing the trading frequency on a Monday (Fis) with Friday (Fij). 

∆F_(it=F_is-F_ij )                                                         (3) 

3.3. Analysis Method 

Testing hypothesis 1. Testing the differences in the stock daily 

return averages was done by using a Kruskal-Wallis test on an 

independent k-sample to find out whether the value of a variable 

displayed a difference with two or more groups (59). If the p-value 

> 0.05, then the Ho could not be rejected. In contrast, if the p-

value < 0.05, then there was enough evidence to reject the Ho. 

Testing hypothesis 2. Testing the influence of negative returns on 

a Friday on the previous week towards the positive returns on the 

next Monday (Monday effect) was done with an ARCH-GARCH 

estimation method, which was processed with EVIEWS 8 soft-

ware. The time series data was susceptible towards the problem of 

heteroskedasticity, where there were error disturbances that did 

not have the same variance (inconsistent) during the observation 

period. This condition resulted in the modeling and predicting by 

using the ARIMA Box Jenkins to be no longer valid. An estima-

tion method was needed to model the volatility from the data by 

using the ARCH-GARCH model. The ARCH–GARCH model 

then became an important analysis instrument in the time series 

data, especially in applying the financial data that was beneficial 

for the analysis and volatility predictions.   

The dynamic process modeling from the intra-day volatility series 

of ARCH (AutoregressiveeConditional Heteroskedasticity) and 

GARCH (GeneralizeddAutoregressive Conditional Heteroskedas-

ticity) was formulated by Engle (60) and Bollerslev (61). This 
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technique was modeled simultaneously between the mean and 

error variant, which was devised by Engle (60), when modeling 

inflation in England with the ARCH model. It was continued by 

Bollerslev (61), who published a general form of ARCH, which 

was called GeneralizeddAutoregressive Conditional Heteroskedas-

ticity (GARCH). Volatility occurred with the effect of news enter-

ing a market towards the volatility that occurred in another market 

that could be analyzed by using a vector autoregression method 

(62). Both of these models tolerated having return variance during 

the observation period. The appearance of a variance at a particu-

lar time depended on another variable or disturbance from the 

previous period. Baillie and Bollerslev (63) stated that the assump-

tion of normality in ARCH produced several degrees of excess 

kurtosis. These models are often used to model changes in stock 

returns by several researchers (64-66). The data needed for this 

test involved LQ-45 stock return averages on a Friday (RiJ) and 

LQ-45 stock return averages on a Monday (Ris). The model used 

in this research referred to McGowan Jr and Ibrihim (37), which 

was explained through the following equation: 

 

𝑅𝑡 =  𝛼0 + 𝛽1𝑅𝑡−1 + 𝜀𝑡  
                  (4) 

Where  

: stochastic stock returns 

: regression parameter   

: series from the clarified variable lag   

 : error terms 

 

The returns obtained from this process were auto-regressive. The 

error terms were determined by the vector lag, 

( , normal distribution with zero av-

erages, and variants with the same ht. The  variant was the same 

with the quadrat value from the error terms lag and variant value 

lag.   

                                                        

                                              (5) 

 

 was produced from the lag error volatility, while  was 

determined by the error prediction from the previous period (ht-1 - 

ht-2). Equation 4 is an equation from the period return average 

condition, which was then referred to as an auto regressive 

process. Equation 5 is a variant equation that was produced 

from the quadrat lag value, error terms lag (ht-1 - ht-2). The 

model tested was a combination of equations 4 and 5, 

which was: 

                                   (6) 
 
Based on the ARCH-GARCH estimation model that was done to 

test hypothesis 2, whenever the p-value > 0.05, then the Ho cannot 

be rejected. However, if the p-value < 0.05, then Ho is rejected. 

This means that there was an influence between the Friday returns 

in the previous week with the Monday return averages.  

Testing hypothesis 3. The third test was done to find out the 

causes of the Friday-Monday returns. Based on the theories ex-

plained above, there were two independent variables tested: the 

trading volume variable and the trading frequency variable. A 

simultaneous linear regression was used to test it. For the data, 

two kinds of data were used. The first kind was return average 

data, volume and frequency on Mondays, because the returns used 

referred to the stock closing prices. Second, because there were 

two kinds of data on Fridays and Mondays, a difference (delta) 

value of trading volume and frequency averages was used for 

Fridays and Mondays.   
 

 

 

3.5. Results and Findings  

4.1. Description of Stock Daily Returns  

There were 45 stocks analyzed from August 2016 until January 

2017. For the duration of this research, 5,712 observations were 

obtained for the data. The LQ-45 stock return average movements 

and the trading volume fluctuations are depicted in Figure 1 and 

Figure 2 below. 

 

 
Fig 1:. LQ-45 Stock return averages 

 

 
Fig 2: LQ-45 stock return averages 

Related with testing the trading daily effects on the stock returns, 

the following information is provided about the return averages 

during the stock exchange days to obtain a depiction of the trading 

condition in the market. From Table 1, it is known that the return 

averages fluctuated for five days in the stock exchange. On 

Mondays, return averages were obtained of -0.001, which were 

then increased on Tuesdays. The return averages on Tuesdays 

were offset by the returns on Wednesdays with a reduction of 

approximately the same as seen in the return level of -0.00003. 

The returns were corrected with an increase on Thursday. This 

may be due to the fact that the investors started to apply their 

investment strategies to obtain positive returns. However, when 

approaching the weekend for the stock market, the lowest return 

averages were recorded at -0.004. The biggest deviations in 

standard value were found on Thursdays (0.025), in which the 

trading risks on that day were higher compared with other days. 

The lowest return level deviations were found on Mondays at 

0.02133, which infers that transaction risks on Mondays were the 

lowest if compared with other days. The maximum and minimum 

values reveal that the lowest returns during the observation period 

occurred on Tuesdays, at -0.20946, while the highest returns were 

on Thursdays, at 0.168 (Table 1).  
 

Table 1: LQ-45 Stock Return Averages on Trading Days 

Day  Mean  STD  Min  Max  Observations 

Monday -0.001 0.021 -0.071 0.095 990 

Tuesday  0.00002 0.023 -0.209 0.149 1,215 

Wednesday  -0.00003 0.022 -0.095 0.112 1,125 

Thursday  0.002 0.025 -0.081 0.168 1,170 

Friday  -0.004 0.023 -0.159 0.116 1,170 

Source: www.idx.co.id (Processed, 2017). 

Besides that, the empirical data implies that there is an interesting 

phenomenon, where the return averages on two consecutive days 

tend to reveal negative values, meaning on the Friday of the 

previous week and Monday (Figure 3). Is this an incident alone or 

is there a connection between negative returns on a Friday (bad 
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Friday) and a Monday (Monday effect)? From the figure, it is 

clearly seen that the lowest returns were on a Friday, while the 

highest returns were on a Thursday.  

 

 
Fig 3: LQ-45 stock daily return averages 

If seen from Figure 3, the Friday returns for the last 6 months went 

down drastically if compared with other days. There were several 

causes for this. First, there was an election incident in the Jakarta 

municipal area. In September, PDI Perjuangan appointed Ahok as 

the Governor candidate. This news immediately made Indonesian 

society, especially Jakarta, start to be exposed through various 

issues in social media. The second issue was the religious 

defamation case/accusation that was done by Ahok, which ended 

in big demonstrations that occurred from the middle until the end 

of 2016. These demonstrations were generally done on Fridays, 

such as the demos on 16 September, 14 October, 21 October, 4 

November, 25 November, and 2 December 2016. This unstable 

political and security condition disrupted the stock market. These 

incidents had negative reactions from the stock market, so that 

investors did not want to buy stocks. Even many investors sold 

their stocks, so that it caused stock prices to go down drastically 

from a normal day.  

The second argumentation was selling stocks after getting profit 

on a Thursday. When investors saw the stock prices as being high 

on a Thursday (overvalued), there was a strong tendency to sell 

their stocks in the stock market on a Friday (profit taking). This 

selling action was stronger because of the short time at the stock 

market on a Friday, which was only 4.5 hours, compared with 

another day. Many investors who sold their stocks caused a 

reduction in stock prices, which in the end triggered sharp 

reductions in returns that even became negative. Another factor 

was there was concern about the schedule or important news in the 

United States about oil inventory and decisions made by the 

Federal Open Market Committee (FOMC), which usually surfaced 

from individual investors, so that it increasingly emphasized a 

selling position. An FOMC announcement that is made by the 

federal government can determine changes in US monetary 

policies, such as interest rates, bond buying programs, monetary 

stimulus, and others. This will certainly have a great influence on 

the world capital market condition. The majority of this news was 

launched on a Friday evening (Asia time). Another argument was 

that on Fridays there were usually liquidity fulfillment demands 

from investors, so that on Fridays many stocks were sold in the 

market. As a result, there was much pressure to sell, so that the 

stock prices would go down causing negative returns.  

3.2. Testing Weekly Effects (Hypothesis 1) 

Before testing the hypothesis, a data normality test was conducted. 

This testing was done using a Kolmogorov-Smirnov test with a 

Liliefors correction, of which the results can be seen in Table 2. 

 
Table 2: Testing Kolmogorov-Smirnov 

Day Kolmogorov-Smirnova (Sign.) 

Monday 1.2914E-12 

Tuesday 4.8499E-16 

Wednesday 5.4253E-26 

Thursday 8.3464E-16 

Friday 3.2631E-16 

Source: Processed data (2017) 

Based on the testing results above, it was discovered that the 

sample distribution was not normal for all of the stock market 

days (sig. < 0.05), so that hypothesis 1 was tested with a 

nonparametric statistic method, which was a Kruskal-Wallis test. 

This hypothesis was tested by comparing the averages from more 

than two populations that were mutually independent. The 

following is the details of the testing results:  

 
Table 3: Kruskal-Wallis Testing Results 

Return MeankRank Statistic Test 

Monday  2783.77 Chi-Square 37.265 

Tuesday 2913.57 Sign. 0.000065 

Wednesday  2816   

Thursday  2979.24   

Friday 2673.21   

Source: Processed data (2017) 

 

Table 3 shows that there is a significance value of 0.000065 < 

0.05, which means that Ho is rejected. This confirms that there 

were significant stock return differences for five stock days. This 

implies that trading days had an influence towards stock returns. 

This finding is in line with the efficient market anomaly theory, 

which is that there is a weekday effect/pattern that shows differ-

ences in stock returns for a week.   

Based on the description of the stock daily return averages (Table 

1), the Monday effect could be seen from the Monday return aver-

ages, which were the lowest compared with the return averages on 

another day, and the values even became negative. The Monday 

effect was due to the fact that on Mondays (the beginning of the 

stock exchange week), most investors tended to take advantage of 

the moment to study and consider various relevant information to 

determine transaction strategies  (67), so that this made investors 

tend to delay engaging in stock purchasing transactions. Another 

indication for the cause in the reduction of stock prices was the 

induction of many selling actions due to bad information on the 

previous Friday or the previous trading session. Table 1 conveys 

that there were anomalies, in that the Friday return averages had 

the biggest negative value compared with the Monday returns of 

the next week.   

This Monday effect phenomenon could also be explained from the 

psychological side of investors who generally did not like Mon-

days as the beginning of the workweek, so that they felt pessimis-

tic when engaging in transactions in the stock market (36, 68-70). 

This indication could be supported from the data in Table 4, in 

which the lowest trading volume averages were on Mondays. The 

values were even far below the stock trading volume averages for 

five stock market days. This reveals that institutional investors did 

fewer trading activities on this day, while non-institutional/ indi-

vidual investors did more selling activities during their trading 

activities. The increase in that supply caused stock prices to expe-

rience more pressure.   

 
Table 4: Stock Trading Volume Averages on a Stock Day 

Stock Day Stock Trading Volume Averages  

Monday 48,673,304.38 

Tuesday 49,858,568.47 

Wednesday 56,226,436.66 

Thursday 54,193,133.73 

Friday 53,289,237.57 

Average 52,448,136.16 

Source: Processed data (2017) 

 

3.3. Testing the Relationship of Friday Returns To-

wards the Monday Effect (Hypothesis 2) 

 
From the descriptive statistics calculations, it shows that Monday 

returns (-0.001) were higher than Friday returns (-0.003) or Friday 

negative returns (loss) were bigger than Mondays. The low returns 

on Fridays were due to political incidents, profit taking, and ful-

filling investor obligations. 
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Fig 4: LQ-45 Issuer Friday and Monday Return Averages based on Time 

Series Data 

Source: Processed data (2017)  
 

If seen from the time series data for 22 weeks, the LQ-45 stock 

returns on Fridays and Mondays showed movements in tandem. It 

was only certain dates that were contrasting like on 19 August, 16, 

23, and 30 September (Figure 4). Graphically, it can be seen that 

there was a relationship between Friday returns and Monday re-

turns. About 60% of the Friday returns were losses, and about 

55% of the Monday returns were negative or losses.  

 

 
Fig 5: LQ-45 Issuer Friday and Monday Return Averages based on Cross 
Section Data 

Source: Processed data (2017) 

 

Figure 5 shows return movements on Fridays and Mondays based 

on cross section data. Several issuers had positive movements on 

Mondays compared with Fridays. However, in general, the stock 

return movements on Mondays were still related with the stock 

returns on Fridays. There were 35 issuers (78%) who recorded 

losses on Fridays, and about 33 issuers (73%) recorded losses on 

Mondays. This means that stock movements on Mondays were not 

aggressive, and there were still many issuers who experienced 

stock trading losses on Mondays. What happened with the stock 

returns on Mondays?  

The reduction of stock prices on Fridays indicates that the stock 

prices were undervalued. This then triggered investors to buy 

stocks on Mondays with smaller trading volume while waiting for 

the proper situation to buy more stocks again. Besides that, Mon-

days are the beginning of the workweek after the holiday, which 

made investors less motivated or tuned in with doing transactions. 

This condition is frequently called the Monday effect. The Mon-

day effect anomaly can be explained by previous theories or re-

search results, in that this condition is related with trading activi-

ties on Fridays of the previous week. Did this condition occur for 

LQ-45 stock issuers during trading from August 2016 until Janu-

ary 2017? To respond to this question, hypothesis 2 was tested by 

using the ARCH-GARCH estimation model through three stages, 

which examined whether the LQ-45 stock return averages on 

Mondays (Ris) underwent an ARCH process or a GARCH process 

as well as whether the LQ-45 stock return averages on Mondays 

(Ris) were influenced by the LQ-45 stock return averages on Fri-

days of the previous week (RiJ). 

4.3.1 Friday and Monday Return Data Stationarity 

Test 

Based on Figure 6, the Friday return data can be considered as 

being stationary, because the movements and fluctuations were 

average. The stationary data in the graph above was shown with 

testing the unit roots by using an Augmented Dicky-Fuller (ADF) 

Test. The ADF test results reveal that the Friday return data is 

already stationary (sig. < 5%), so that there is no need to do differ-

encing. 

 

 

Fig 6: Friday Return Stationarity Pattern 
 

 
Fig 7: Monday Return Stationarity Pattern 

 

Based on Figure 7, the Monday return data can be considered as 

stationary, because the movements and fluctuations around it were 

average. The stationary data in the graph above was also proven 

with testing the ADF unit roots. The ADF test results in Table 5 

show that the Monday return data was already stationary (sig. < 

5%), so that differencing was not needed.  

The next stage estimated the mean equation with the Monday 

returns as a dependent variable and C (constant) as an independent 

variable. Table 5 shows that the constant did not have a significant 

influence towards the Monday returns (sig. 0.0927), so that for the 

next test, it would have another independent variable included, 

which was Friday returns in the estimation model.  

 
Table 5: Monday Return and Mean Equation Estimation 

Variable  Coefficient Std. Error Prob. 

C -0.001 0.0007 0.093 

Source: Processed data (2017) 

Next, a residual test was carried out to see whether there were 

ARCH-GARCH elements in the residual from the mean equation 

above. Table 6 below shows that the ACF and PACF values were 

not the same as zero in all inactions or significantly statistic at alfa 

5%, so that it could be concluded that there were ARCH elements 

in the mean equation. The residual test above implies that the 

Monday return model with an independent variable constant had 

ARCH elements. Next, a re-estimation was done of the mean 

equation using the ARCH estimation method. 

Table 6. Mean Equation Residual Testing 
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The equation that was delivered from the estimation results above 

can be stated as follows (Table 7):  

Monday Returns = 8.42 x 10-5 + 0.047 Resid(-1)2 + 0.767 Garch(-

1) 

 
Table 7: Mean Equation Estimation Using the ARCH Model 

Variable  Coefficient Std. Error  Prob. 

C -0.001 0.0007  0.046 

  Variance Equation 

C 

RESID(-1)^2 

GARCH(-1) 

8.42E-05 
0.047 

0.767 

4.66E-05 
0.022 

0.120 

 0.071 
0.034 

0.000 

Source: Processed data (2017) 

The ARCH model (Table 7) estimation results analysis displays 

the resid(-1)2 coefficient or ARCH(-1) and GARCH(-1) each of 

0.047571 and 0.766723. The equation mean coefficient or 

equation variance are both significant (prob. less than 5%). 

Therefore, the Monday return behavior can be explained with the 

GARCH(1.1) model, meaning that the Monday returns followed 

the ARCH(-1) process and the GARCH(-1) process. Based on this 

testing, it can be concluded that the Monday return data had 

clustering volatility. The testing would be continued by using a 

volatility (GARCH) model estimation with Friday returns as the 

independent variable. 

 
Table 8: GARCH Volatility Model Estimation Volatilitas GARCH 

Variable  Coefficient Std. Error Prob. 

Return_Friday 

C 

-0.00013 

0.0005 

9.90E-05 

2.30E-06 

0.198 

0.000 

Source: Processed data (2017) 

The Friday return coefficient was -0.00013 with a probability of 

0.198 (Table 8). This significant probability was higher than 5%, 

so that it could be concluded that the Friday returns did not convey 

a real influence towards Monday return volatility. These results 

were also supported by a significant and positive constant value, 

even though the coefficient value was very small, meaning that the 

Monday returns were formed by the Monday returns itself. It 

seems the previous Friday negative returns (bad Friday) did not 

affect the Monday effect phenomenon. This finding indicates that 

the Monday returns were formed from investor behavior and 

sentiment itself when doing trading transactions (Baker & Wurgler, 

2007; Lakonishok & Maberly, 1990; Mills & Andrew Coutts, 

1995). When reviewed from the psychological/emotional aspect, 

investors do not tend to like Mondays as the beginning of the 

work day, so that they feel pessimistic when doing transactions in 

the stock market. The lowest trading volume averages appeared on 

Mondays, where the stock trading volume averages were for five 

stock market days. If seen from the descriptive statistics, there 

were differences, but not outstanding ones. The Friday returns 

were not an influential variable, but it is suspected that this 

variable could become a constant or forming variable from the 

Monday returns. The Friday returns were the basis, in keeping in 

mind of how the Monday returns were formed.  

  
Table 9: OLS Estimation Using Initial Data (Monday Returns as a 

Dependent Variable and Friday Returns as an Independent Variable) 

Variable  Coefficient Std. Error Prob. 

Return_Friday 0.060 0.028 0.034 

Source: Processed data (2017) 

 

As a comparison, an analysis was also conducted on the Friday 

returns towards the Monday returns using initial data with a 

regression analysis. The results are displayed in Table 8, in that 

the Friday returns influenced the Monday returns in a significant 

and positive way. From these two analyses, it was seen that 

Monday returns were related with Friday returns, where Friday 

returns were indications of taking profit and Monday returns were 

investor measures to begin their investment activities based on the 

Friday conditions.   

 

3.4. Testing the Influence of Trading Volume and 

Frequency towards Monday Stock Returns 

(Hypothesis 3)  

The following testing results are explained for Monday return 

predictions based on differences in trading volume and frequency 

for those two days.  

 
Table 10: ARCH-GARCH Model Estimations 

Variable  Coefficient Std. Error Prob. 

C -0.00134 0.000674 0.046 

 Variance Equation 

C 

RESID(-1)^2 

GARCH(-1) 

8.42E-05 

0.047 

0.767 

4.66E-05 

0.022407 

0.120306 

0.071 

0.034 

0.000 

Source: Processed data (2017) 
 

The equation produced from the output above is stated as follows:  

Return_Monday = 8,42 x 10-5 + 0,047 Resid(-1)2 + 0,767 Garch(-

1) The analysis of estimation results in Table 10 reveals a resid(-

1)^2 probability value or ARCH(-1) and GARCH(-1) each of 

0.0338 and 0.000 are all significant. This means that the Monday 

returns followed an ARCH(-1) process and GARCH(-1) process, 

so that the Monday return data had clustering volatility. Next, the 

volatility model (GARCH) was estimated with the trading volume 

and frequency on Mondays as an independent variable. Before 

doing a GARCH model estimation, a Monday trading volume and 

frequency stationarity test was conducted using ADF (Table 11 

and Table 12). 

 
Table 11: ADF Test of Monday Trading Volume (Monday Volume) 

Variable   t-Statistic Prob. 

Augmented Dickey-Fuller test statistic -4.706 0.0001 

*MacKinnon (1996) one-sided p-values 

Source: Processed data (2017) 

 
Table 12: ADF Test of Monday Trading Frequency (Monday Frequency) 

Variable   t-Statistic Prob. 

Augmented Dickey-Fuller test statistic -5.919 0.000 

*MacKinnon (1996) one-sided p-values 

Source: Processed data (2017) 
 

It was found that the ADF had a significant value below 5%, 

which means that the Monday trading volume showed a stationary 

condition. Likewise, the Monday trading frequency data 

stationarity test displayed a stationary condition. Therefore, for the 

next estimation, it was not necessary to do differentiating of the 

trading volume and frequency data on Mondays. The Monday 

return estimations were based on the Monday stock trading 

frequency and volume by using the GARCH model. It can be 

stated that the Monday returns were influenced by the trading 

frequency on Mondays. Meanwhile, the trading volume was not a 

determinant factor (Table 13).  

  
Table 13: Monday Return Estimation Based on Trading Volume and 

Frequency 

Variable  Coefficient Std. Error Prob. 

Volume_Monday 

Frequency_Monday 
C 

-2.25E-14 

4.23E-09 
0.0004 

1.22E-14 

1.15E-09 
3.46E-06 

0.066 

0.0003 
0.000 

Source: Processed data (2017) 

 

The next testing estimated the Monday returns based on the 

difference/delta of trading volume or frequency on Friday-

Monday. First, a data stationarity test was done from the trading 

volume delta or frequency from Friday-Monday. The following is 

the formal test results in using ADF. 
 

Table 14: ADF Test Results of the Friday-Monday Trading Volume Delta 

Variable   t-Statistic Prob. 

Augmented Dickey-Fuller test statistic -7.7461 0.000 

*MacKinnon (1996) one-sided p-values 
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Table 15: ADF Test Results of the Friday-Monday Trading Frequency 

Delta 

Variable   t-Statistic Prob. 

Augmented Dickey-Fuller test statistic -11.797 0.000 

*MacKinnon (1996) one-sided p-values 

Source: Processed data (2017) 

 

Table 14 and Table 15 reveal that the trading volume or frequency 

delta data tended to be stationary, because it did not contain unit 

roots (a significance of less than 5%). Based on Table 16, the 

Monday returns were influenced by the trading frequency delta on 

Friday-Monday, but the trading volume delta was not a 

determinant factor because it was not statistically proven. When 

the trading frequency increased, it would become a positive signal 

for investors to buy stocks. If this occurred, then the stock prices 

would increase because the trading activities would increase, and 

in the end the Monday returns would increase. Compared with the 

trading volume, it seems investors were more interested in the 

trading frequency, because the frequency usually showed rational 

and sustainable interconnectedness compared with the trading 

volume, which tended to be speculative and subjective. Baron, 

Brogaard (71) stated that companies which have high trading 

frequency will receive high returns compared with companies 

which have low trading frequency.  

 
Table 16: Monday Return Estimations Based on Trading Volume and 

Frequency Delta 

Variable  Coefficient Std. Error Prob. 

Delta_Volume 

Delta_Frequency 

C 

-1.40E-14 

2.62E-09 

0.0004 

3.99E-14 

7.85E-10 

2.28E-06 

0.727 

0.001 

0.000 

Source: Processed data (2017) 

 
The high frequency of trading had a positive correlation with the 

stock price volatility after controlling the company fundamental 

volatility and other exogen volatility determining factors. Positive 

correlations also strengthened during periods of high market 

uncertainty. Trading with a high frequency had a negative 

relationship with the market ability to input information about 

company fundamental aspects to asset prices. Stock prices tended 

to overreact towards fundamental news during high frequency 

trading with a high volume (72). High frequency trading provided 

liquidity if it was already seldom and consumed much liquidity. 

Prices provide more efficient information when issuers participate 

in a high frequency (73). 

4. Conclusion  

Stock returns are greatly determined by the stock trading days. It 

seems there is a strong correlation between the days in which the 

stocks are sold with the level of buying done by investors. This 

finding can be seen from the real differences between the return 

averages for 5 trading days in the stock market. This finding is in 

line with that found by Abraham and Ikenberry (4) and Berument 

and Kiymaz (20) . This research also revealed that returns are 

negative on Fridays, and even the lowest compared with returns 

on other days. This infers that this research can also validate the 

presence of a Friday effect. Besides having negative returns on 

Fridays, this research also conveyed that there are negative returns 

on Mondays. This confirms that there is a Monday effect, where 

the negative effects from a Friday still continue to the next Mon-

day, even though it tends to improve with higher returns than on 

the previous Friday.   

This research was unable to substantiate a correlation between 

returns on a Friday with returns on a Monday. In other words, 

negative returns on a Monday were not significantly influenced by 

negative returns that occurred on a Friday. Despite this, there was 

a tendency for Friday returns to have a positive response with 

Monday returns, which were better than on a Friday. Friday re-

turns were negative, keeping in mind that stock prices were con-

sidered as being overvalued and due to the action of investors 

taking profit. Meanwhile, although Monday returns tended to in-

crease, they were still negative because of investors‟ psychologi-

cal condition from the Monday effect (19, 36, 68). 

Monday returns were influenced by trading frequency delta, not 

by trading volume delta. This means that the trading frequency 

was more ”meaningful” for investors and became a signal to buy 

or sell their stocks, which would influence their returns (72, 73). 

At the time investors did not have clear guidelines to do transac-

tions, they generally chose stocks that had high trading frequency 

to invest (71, 74). Meanwhile, the Monday trading volume was 

not shown to influence Monday returns. These results are different 

with previous research (9, 75-78), in that trading volume had a 

positive influence on return volatility. These results support re-

search conducted by Jain (1988) and Lee and Rui (79), who stated 

that trading volume does not have a significant influence on re-

turns.  

5.1. Research Limitations and Suggestions  

This research could not prove a significant relationship between 

negative returns on Fridays with negative returns on Mondays. 

When Monday returns followed a clustering volatility pattern, so 

that they had to be tested by using a GARCH model, the Friday 

returns were not return determinants on Mondays. However, when 

this clustering volatility was disregarded, the returns on Fridays 

actually become the determinant factor. When investors do stock 

and return price estimations, which model will be used? This is an 

important issue to be answered by doing future research by adding 

further observations during normal market conditions, because this 

research was conducted during abnormal conditions (there were 

many demonstrations on Fridays).  

The returns on Fridays fluctuated more per issuer compared with 

returns on Mondays that tended to be more stable and gradually 

increased cross-sectionally. How could this occur? Was there a 

relationship with the issuer performance or not? Was there a con-

nection with the investor psychological aspect, as in evaluating 

risk acceptance towards stocks on Mondays? Research related 

with this is very relevant to be carried out in the future.  

The trading volume in numerous previous literature and research 

shows that there is an influence on price volatility and stock re-

turns. However, in this research, this condition could not be vali-

dated, where Sunday trading volume did not influence stock re-

turns on that day. Why did this condition occur? Is it possible that 

liquidity, risks, or other variables caused it? A research topic like 

this should be conducted to find answers to these questions.  
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