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Abstract 
 
Batteries in renewable energy systems suffer problems that affect their service life and quality of performance. Therefore, battery man-

agement systems (BMS) are employed in battery-integrated systems to maintain optimal operating conditions by various dynamic im-
pedance based battery models. These models require an accurate model parameter for BMS to work effectively.  In this paper, two re-
cently developed metaheuristic optimization, namely bird mating optimizer (BMO) and lightning search algorithm (LSA) is used effec-
tively to determine the required parameters of well-known Randle’s battery model.  Initially, electrochemical impedance spectroscopy 
(EIS) test for an EnerSys Cyclon lead-acid cell with a rated capacity of 2.5Ah is conducted using EZSTAT-pro Galvanostat/Potentiostat 
device from Nuvant systems Inc. Next, the Randle’s battery model parameters are obtained by BMO and LSA and its performances are 
evaluated. The results show that BMO and LSA can accurately find the model parameters. LSA obtains slightly more accurate results 
than BMO and converges much faster. However, for the same number of iterations, BMO takes less computation time than LSA. The 

optimized model can be used in BMS for fault finding and condition monitoring. 
 
Keywords: Bird mating optimizer (BMO); Electrochemical impedance spectroscopy (EIS); Lightning search algorithm (LSA); Randle’s battery mode l. 

 

1. Introduction 

Batteries employed in renewable energy systems are multifunc-

tional devices. The stochastic nature of power generation in re-
newable energy systems makes batteries imperative to ensure 
continuous power supply to the utility grid. Batteries basically 
function as a storage medium that absorbs excess power generated 
during the abundant availability of the renewable energy source. 
In times of shortages and unexpected system failures, batteries 
serve as a backup power supply. In grid interfaced renewable en-
ergy generation systems, batteries are critical to prevent grid in-

stabilities. In stand-alone energy systems, battery energy storage 
(BES) also forms the ‘backbone’ module. 
Batteries in some renewable energy systems suffer problems that 
affect their service life and quality of performance [1-6]. Battery 
management systems (BMS) are employed in battery integrated 
systems to maintain optimal operating conditions of the BES. The 
purpose of a typical BMS is to run periodical online and offline 
monitoring algorithms. These algorithms generally measure the 
values such as current, voltage, temperature.  With these input, the 

model provides an estimate of various critical performance param-
eters of the battery. The BMS must also be equipped to implement 
the necessary correctives and control measures to prevent damage 
to the BES and enhance its service life. 
Impedance-based monitoring is often employed for the analysis of 
BES modules due to its close relation to internal dynamic process-
es of a battery. Electrochemical impedance spectroscopy (EIS) is a 
widely prescribed tool for battery diagnosis as it provides very 

accurate insight into the chemical processes occurring in batteries 

[7-9]. The technique involves the application of a small sinusoidal 

current or voltage signal to the battery and calculates its internal 
impedance based on the response signal. This technique is often 
implemented offline to capture a battery’s charge transfer dynam-
ics over a wide range of frequencies, typically ranging from 1 Hz 
to 100 kHz. EIS measurements coupled with equivalent circuit 
modelling (ECM) serves as a reliable technique for battery moni-
toring, state estimation and fault diagnosis [10-15]. 

2. Impedance-Based Model 

Realizing a battery model that takes into account all the electro-
chemical dynamics inside a battery is a challenging task. Also, 
online BMS often offer small computational capacity, which re-
quires limiting the number model parameters.  But at the same 
time, the model must be able to effectively capture all the im-

portant underlying processes. 
Three main electrochemical phenomena that govern the battery 
dynamics are the resistance offered to the charge carriers by the 
electrode, the transient behavior of the electrons that are transferred 
from the electrode to the electrolyte and the diffusive process of the 
electrons released to the electrolyte. A Thevenin-based model, 
known as the Randle’s model is widely used as an equivalent cir-
cuit to model the aforementioned processes. A first-order Randle’s 
model consists of a resistor R0 that represents the ohmic resistance 

of the electrodes, resistor R1 that represents resistance encountered 
upon charge transfer from the electrode to the electrolyte and ca-
pacitor C1 that represents the double layer capacitance as shown in 
Figure 1. Many models incorporate multiple RC elements for im-
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proving the model accuracy. In this paper, a simple first-order 
model is used for analysis, with an inductor L added to represent 
the effect due to metallic interconnections and geometry of the cell. 
Since impedance measurements use an AC excitation signal, the 
addition of an inductor to the model becomes a requisite.  To rep-
resent the diffusion process, a Warburg Impedance ZWB represent-
ed by a series of infinite RC elements is used. 

 
Fig.1: Typical equivalent circuit model for battery 

 

A typical impedance spectrum for a battery cell known as the 
Nyquist plot is shown in Figure 2. Each part of the spectrum is 
attributed to a specific electrochemical phenomenon of the battery. 
The intercept made by the impedance spectrum on the real axis of 
the plot corresponds to R0. The semicircle that follows the inter-
cept is a result of the transient reaction process due to R1 and C1. 
The straight line after the semicircle corresponds to the diffusion 
process which is prominent at lower frequencies. The negative tail 

that extends from the real axis intercept indicates the inductive 
behavior of battery which is prominent at very high frequencies. 

An input sinusoidal current signal I(ω), having an angular fre-
quency ω, when applied to the battery during the EIS test gener-
ates a response voltage signal U, from which the impedance of the 
cell under test can be obtained by 

                                                             (1) 

where  is the phase angle. 

The impedance obtained can be expressed using a real part Z’and 

an imaginary part Z’’ as given by 

                                                                  (2) 

From the Randle’s circuit model, the impedance can be represented 
as                                        

                            (3) 

where  ;      = Warburg coefficient        (4) 

A rearrangement of the equation (3) yields, 
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Fig. 2: Nyquist plot for battery cell 

Parameter identification can be achieved through time domain or 
frequency domain parameter extraction methods [16]. The EIS test 

is the commonly used frequency-domain parameter extraction test. 
Compared to time-domain test, the amplitude of the excitation 
signal is so low that the battery can be considered equal during the 
whole process. By analyzing the impedance data obtained during 
EIS testing, a good estimation of the equivalent circuit model pa-
rameters can be found. The model details is achieved by determin-
ing the parameters that most accurately fit the measured impedance 
data to the Randle’s model. Optimization algorithms are usually 

utilized to determine the best-fit. The focus of this paper is to eval-
uate the efficiency of two optimization algorithms in parameter 
estimation of Randle’s model. 

3. Metaheuristic Algorithms 

Numerical optimization techniques have been widely used for 

finding global optimum solutions of real-world engineering prob-
lems. Some of the commonly used techniques include Maximum 
Likelihood Estimation (MLE) and Least Squares Method (LSM). 
However, in many real systems, there may exist more than one 
local optimum point which may not necessarily coincide with the 
global optimum. To tackle complex problems, researchers have 
investigated metaheuristic or evolutionary algorithms which com-
bine rules with an element of randomness in order to mimic the 

natural phenomena observed in nature.  Some of the phenomena 
that researchers have modelled include biological evolutionary 
processes [17-19] and the genetic algorithm [20-21], animal 
behavior [22], the physical annealing process [23] and the musical 
process of searching for a perfect state of harmony [24-28]. 
Every evolutionary algorithm goes through an exploration and 
exploitation process. Exploration refers to the generation of new 
solutions in untested regions of search space. Exploitation refers to 

the concentration of the search at the vicinity of the current good 
solution. The algorithm must be able to establish a reasonably good 
balance between these two processes in order to successfully con-
verge to a good solution. Most metaheuristic algorithms are 
population-based. This means that the algorithm generates a pool 
of feasible candidate solutions, each solution corresponding to a 
unique point in the search space of the problem. The algorithm 
progresses by iteratively altering the current solutions to generate 
new ones. The candidates that provide a good solution to the prob-

lem, are retained for the next alteration process while the others are 
discarded. This process continues until the best solution is deter-
mined. 

3.1. Bird Mating Optimizer 

Bird mating optimizer (BMO) is a recently developed evolutionary 
algorithm that simulates commonly observed bird breeding strate-
gies in nature [29]. In this algorithm, a society of birds forms the 

population that consists of male and female birds, with female birds 
being genetically superior. The breeding process is performed by 
the male bird combining his genes with the genes of a selected 
female bird to produce a new genetic brood. The selection of a 
female breeding mate is modeled using probabilistic techniques. 
The quality of each new bird that is produced via the breeding pro-
cess is evaluated by means of the fitness function. 
The algorithm models 5 types of breeding strategies namely mo-

nogamy, polygamy, polyandry, promiscuity and parthenogeny. The 
birds are divided into 5 species based on the type of breeding strat-
egy they use. Each species has its own recombination method to 
produce genetically superior next-generation brood. This algorithm 
also incorporates a mutation operator to simulate the mutation pro-
cess occurring during evolution, so as to improve the exploration 
process. Mutation is implemented in the algorithm by the male 
birds making a change in one of the brood’s genes with a probabil-

ity of 1 mutation control function (mcf). 
For certain applications, the algorithm exhibited superior results 
compared to other similar metaheuristic algorithms [30, 31]. BMO 
has managed to establish a reasonable balance between the explora-
tion and exploitation during the search space, which led to avoid 
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unanticipated premature convergence to reach the global solution 
successfully. 
In this paper, a simplified version of the original BMO algorithm 
has been used for the estimation of the battery ECM parameters 
from its impedance measurements. The first step of the algorithm is 
the initialization of a society with random birds having genes en-
coded as 5 ECM parameters of interest. Next, the birds of the so-
ciety are ranked according to the fitness value. Then, these birds 

are classified into three different types according to predefined rank 
ranges, and the breeding process is performed accordingly. Finally, 
the quality of the brood of the previous generation is compared 
with the new generation using the specified fitness function, which 
is the root mean square error between the measured and estimated 
impedance value. The brood with higher fitness (i.e. lower root 
mean square error (RMSE)) is added to the society and the adjacent 
bird from the previous generation is discarded. The algorithm iter-

ates until the stopping criterion is satisfied. Figure 3 shows the 
flowchart of BMO algorithm. 

3.2. Lightning Search Algorithm 

Lightning search algorithm (LSA) is a relatively new nature-
inspired algorithm, which models the phenomenon of lightning to 
solve complex optimization problems [32]. The emergence of a 
path of lightning strike termed as step leader and its propagation 

(step leader propagation) form the process flow of this algorithm. 
Conducting cloud–earth lightning channels develop as a result of 
the stochastic propagation of a step leader toward the earth. The 
major factor responsible for the dynamics of this process is the 
electric field strength near the leader tip. These step leaders pro-
gress to the earth by branching outwards in different directions in a 
series of steps. The leader that reaches the earth first provides the 
conducting channel between the earth and the cloud. Each of these 

leader tips possesses a certain energy, and they propagate by ex-
pending this energy to ionize the air in the vicinity of the tip. This 
algorithm is based on a formulated concept of fast particles known 
as projectiles which are assumed to be the initiators of a lightning 
strike. LSA is also a population-based algorithm with the first pop-
ulation of step leaders created by the ejection of N projectiles from 
a thunder cloud. Three types of projectiles are defined to model the 
step leader propagation mechanism. 

Start

Set BMO parameters

Initialize society

Calculate fitness of each bird

Sort bird order

State each species

Eliminate unfit birds using chaotic sequence

State elite female for each monogamous, 

polygynous and promiscuous bird and generate 

brood

State elite male  for each polygynous bird and 

generate brood

Generate the brood of each parthenogenetic 

bird 

Perform replacement stage

Is the performance criterion reached

Stop

Yes

No

 
Fig. 3: Flowchart of BMO algorithm 

 
The projectile that describes the transition of a projectile to a step 
leader is termed the transition projectile. Each of the projectiles that 
are ejected from the thunder cell collides with nearby particles to 
form a channel and hence a step leader. The emerging projectiles 
are modeled by random numbers drawn from a uniform distribu-

tion in the open interval representing the solution space. These 
projectiles represent random candidate solutions for the 
optimization problem. 
Once the N step leader tips have evolved, the leaders progress to 
the next step by ionizing the air in the vicinity of the old leader tip. 
The functional projectile in this phase is called the space projectile. 
The position of the space projectile in the new step is modeled as a 
random number generated from the exponential distribution with 

shaping parameter which controls the position or the direction of 
the space projectile.  The new position does not guarantee step 
leader propagation or channel formation unless the projectile ener-
gy is greater than the step leader energy. If this criterion is met, 
then current step leader progresses to a new position in the next 
step and the leader that has extended the farthest will be the lead 
projectile. 
The step leader that has travelled to reach nearest to the ground and 

the projectile associated with it will not have enough potential to 
ionize large sections in front of the leader tip. Therefore, the lead 
projectile can be modeled as a random number drawn from the 
standard normal distribution with a shape parameter and a scale 
parameter. 
These properties that govern the collision kinematics of projectiles 
are used to design the exploitation and exploration phases of the 
algorithm. During the first stage of step leader propagation, their 

propagation is modelled using random distributions without any 
control in its direction or positions. This is to indicate the property 
of the newly created projectiles, have energies that can make them 
capable of ionizing a large space around them. This means that the 
algorithm can explore a large search space. But as they progress 
forward through the propagation steps, they gradually lose their 
energy due to repeated collisions, due to which they have only 
enough energy to ionize a small space. This means that the search 
space of the algorithm had now narrowed down to a small zone and 

the algorithm has switched to the exploitation phase. This phase is 
modelled by distributions that employ shaping and scaling parame-
ters. A process known as forking is also programmed in the algo-
rithm which represents the chance emergence of twin branches 
from a step leader. This algorithm had been successfully tested for 
optimizing controllers for photovoltaic applications [33]. 
For the battery parameter estimation problem, the boundary condi-
tions for each parameter are given as inputs to the algorithm, and 

the first step leader population is initialized with projectiles fired at 
random directions encoded as the parameters of interest. Each of 
the step leaders, based on their fitness, form channels and pass 
through the various steps of propagation. The step leaders that pro-
vide the best solutions qualify to proceed to the next step, while the 
others are discarded. This iterative process continues until the algo-
rithm finds the best solution. Figure 4 shows the flowchart of LSA 
technique. 

4. Optimization Fitness Function 

The target in parameter optimization is to minimize the fitness 
function for a number of iterations with respect to the parameters 
defined ranges. For obtaining the fitness function, the different 
between measured impedance and modeled impedance is obtained 

using equation (6) as: 
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where ZB (measured) represents the measured values of impedance 
from the EIS test, and ZB (model) is the fit impedance values gen-
erated using the ECM parameters estimated by the algorithms as 
shown in equation (6) 

Then the RMSE is:  
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                                                              (7) 

 

Start

Reset LSA parameters

Calculate objective function

Generate initial step leaders 

Update leader tips energies

Reach maximum channel time?

Eliminate bad channel 
(Move step leader from 

worst to best)

Reset channel time
Update kinetic energy and Update 

direction and position

Yes

No

Calculate objective function

Perform focking

Reach maximum iteration?

End

Return a lightning strike point 

Yes

No

Fig. 4: Flowchart of LSA algorithm 

5. Experimental Setup 

The battery cell used for the test is an EnerSys Cyclon lead-acid 
cell with a rated capacity of 2.5Ah. The EIS test was performed on 

the battery at nine different open-circuit voltage (Voc) levels. The 
battery was first fully charged, and then discharged to the desired 
VOC level using rated current. At the end of discharge, the cell is 
allowed a relaxation period to ensure the cell has reached equilib-
rium prior to conducting the test. Next, the EIS test was conducted 
by applying short-duration sinusoidal current signals of 10 mA for 
a frequency sweep in the range 0.01-8000 Hz to the test cell at 
room temperature. The EIS test was performed using EZSTAT-
pro Galvanostat/Potentiostat device from Nuvant systems Inc 

(Figure 5). After the EIS tests, the cell is again discharged up to 
the next VOC level, and the same procedures are repeated for the 
nine VOC levels. The BMO and LSA algorithms have been coded 
in MATLAB environment. 

 
Fig. 5: Experimental test bench showing the testing device and lead-acid 

battery 

6. Results and Discussion 

The Bode plots and Nyquist plots were generated for nine Voc test 

levels of the cell. Figure 6 shows the Bode plot (a) which is the 
magnitude of impedance as a function of frequency and the 
Nyquist plot (b) plots the real part of impedance vs the imaginary 
part for voltage level Voc=2.02 V. Each of the measured Nyquist 

curves were fit using a first order Randle’s model consisting of a 

resistor , ,  and  which are the model parameters that 

are to be estimated. The LSA and BMO optimization algorithms 
were used to estimate the 5 parameters of interest as shown in 
Tables 1 and 2. The population size for both the algorithms was 
set to 50 and the initial values and boundary conditions were spec-
ified. The objective function used for optimization is the RMSE 
between the measured impedance data and the estimated imped-
ance values using the model. 

The performance of the algorithms can be studied with the help of 
the convergence characteristics. The convergence characteristics 
of the algorithm are represented using the fitness function value 
against the iteration number. In this case, the plot shows the 
RMSE value achieved at the end of each iteration of the algorithm. 
Figure 7 shows the convergence curve of the data in Figure 6. It 
can be seen that the both BMO and LSA algorithms were able to 
converge to the same accuracy. But the convergence characteris-

tics indicated that the LSA algorithm exhibited a faster conver-
gence within few iterations. For example, at the 200th iteration, the 
LSA has reached a fitness value which has an error of 4.5% com-
pared to final value. For the same number of iterations, BMO has 
reached a fitness value that is still 6 times the final value. The 
convergence pattern is consistent for all the Voc levels. The 
speeds of convergence of both the algorithms are generally good, 
but on the close comparison, it is seen that BMO takes lesser time 

to converge to the final value than LSA. For instance, for the same 
number of iterations for the data at Voc= 2.089V, BMO converges 
within 14.874 seconds while LSA takes 34.564 seconds. 

 
(a) 

 
(b) 

Fig. 6: (a) Bode plot, (b) Nyquist plot of the test cell measured at 

Voc=2.02V 
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Fig. 7: Convergence characteristic of the test cell at Voc=2.02V (red: LSA, 

blue: BMO) 

7. Conclusion 

This paper evaluated the performance of two relatively new me-
taheuristic algorithms, BMO and LSA for optimal parameter esti-
mation for the ECM of a battery cell. BMO models mating strate-
gies adopted by bird species and LSA models the mechanism of 

lightning strike and propagation. The application of both algo-
rithms for determining optimal estimates for the ECM of a battery 
cell is evaluated. The results show that both BMO and LSA are 
competent and exhibit a similar accuracy of parameter estimation 
for the first order Randle’s model. However, LSA showed an ad-
vantage over BMO by possessing superior convergence character-
istics. Also, there was a notable difference between the execution 
times of the algorithms, which must be investigated further. 

 
Table 1: 2.5AH 2V lead-acid cell equivalent circuit parameters fit using BMO algorithm 

 
Voc (V) BMO fit  

Estimated Parameters 
Iterations (tot=2000) Time (secs) 

 (mΩ)  (mΩ)  (F)  (H) (Ω/s
1/2

) 

1 2.098 9.2724E-03 4.159 191.479 2.087 2.14E-07 0.111 2000 14.874 

2 2.088 7.2199E-03 5.763 196.919 1.517 1.70E-07 0.077 1434 10.699 

3 2.08 6.2638E-03 6.763 169.408 1.514 1.50E-07 0.074 2000 14.884 

4 2.074 6.4427E-03 7.759 200.685 1.323 1.86E-07 0.079 1226 9.239 

5 2.059 6.1923E-03 9.380 147.831 1.238 2.02E-07 0.066 1266 9.447 

6 2.049 5.0683E-03 9.840 118.976 1.169 1.26E-07 0.055 1490 11.187 

7 2.037 3.5932E-03 10.902 76.278 1.168 1.02E-07 0.048 1532 11.510 

8 2.02 3.4335E-03 12.191 56.607 1.110 6.92E-08 0.044 1968 14.565 

9 1.989 3.1989E-03 13.869 36.829 1.001 6.01E-08 0.036 1201 9.065 

 

Table 2: 2.5AH 2V lead-acid cell equivalent circuit parameters fit using LSA algorithm 

 
Voc (V) 

LSA fit  Estimated Parameters 
Iterations (tot=2000) Time (secs) 

 
 (mΩ)  (mΩ)  (F)  (H) (Ω/s

1/2
) 

1 2.098 9.2721E-03 4.228 191.524 2.090 2.06E-07 0.111 2000 34.564 

2 2.088 7.2198E-03 5.784 196.971 1.517 1.63E-07 0.077 1809 30.989 

3 2.08 6.2636E-03 6.796 169.113 1.514 1.48E-07 0.074 2000 34.339 

4 2.074 6.4372E-03 7.965 200.824 1.328 1.42E-07 0.079 2000 34.364 

5 2.059 6.1811E-03 9.601 147.691 1.242 1.31E-07 0.066 2000 34.190 

6 2.049 5.0660E-03 9.907 119.037 1.171 8.49E-08 0.055 1989 34.278 

7 2.037 3.5912E-03 10.980 76.310 1.173 6.09E-08 0.048 1909 32.982 

8 2.02 3.4332E-03 12.206 56.652 1.111 4.93E-08 0.044 2000 34.413 

9 1.989 3.1974E-03 13.917 36.768 1.007 1.82E-08 0.036 2000 34.128 
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