A Review on Latest Technologies in Big Data Analysis
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Abstract

In this digital world, the modern information systems have produced a large amount of data which needs huge depositary in terms of terabytes for storage. Some of the digital technologies such as cloud computing and Internet of Things (IoT) are considered as the major sources of such large data. It is necessary to extract knowledge by analyzing these huge data which needs several attempts at multiple stages for decision making. Thus, the recent researches have focused on the analysis of big data. The main aim of this paper is to investigate the challenges of big data, applications, opportunities, implantation tools and its research problems. Thus, this study presents a platform to investigate big data at various levels. Moreover, it initiatives a novel perspective for researchers to provide the solutions according to the challenges and research problems.
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1. Introduction

In recent years, the penetration of Internet has increased constantly, as thousands of people use web for browsing, communicating each other through social media and email, and access some of the wireless multimedia services like mobile digital TV [1, 2]. Also, there are various necessitating mobile network services are available that need high data rates to perform particular operations like synchronization of storage device to cloud computing servers such as high resolution videos [3-5]. The access to information on global communication infrastructure with the developments in digital storage has built a huge amount of data like Internet and mobile streaming data. Furthermore, the investigations are based on the data analysis in several knowledge oriented fields like management, engineering and science.

In mobile big data, the location based services are much important which gathers location data and these are applied to upgrade and personalize the mobile communication services. Thus, the computing and storage has become essential utilities which are perversely available. Besides, several algorithms have been proposed for connecting datasets to authorize more complex investigations. The paradigm of big data refers to an extremely huge and complex datasets in terms of terabytes, exabytes and petabytes. As the conventional data processing techniques are insufficient for collecting, storing and analyzing the data, looking to gather knowledge from the collected data and make an interpretation of it into competitive benefits. Therefore, the system requires more computing power to process big data and the cloud computing provides storage to store such large data. In such situation, the network accessible data storages are provided by some of the global cloud providers like Amazon [6], Google [7], IBM [8], and Microsoft [9], cost by gigabyte per month where the computing cycles are cost by CPU per hour [10].

2. Problems in Big Data Analysis

Now-a-days, big data analysis has gained more concern, which is the accumulation of data from several fields such as medicinal services, public organization, marketing, biochemistry, banking, and other interdisciplinary research areas. Some of the web based applications have experienced big data as often as possible, for example, social network computation, web content and archives, and web search ordering. The social network computation contains analysis of social networks, Internet communities, prediction marketing, and recommender and reputation frameworks. Likewise, web search ordering comprises Institute of Electrical and Electronics Engineering (IEEE) explorer, Indian Standard Institute (ISI), Scopus and Thomson Reuters and so on. Through these benefits of big data, the future researchers can obtain few novel opportunities in the processing of knowledge based tasks. But those opportunities consistently arise a few challenges. Figure 1 illustrates the features of big data.

**Fig. 1: Big Data Features**

In order for analyzing the big data, it is essential to deal some of the challenges like data privacy and security, and computational...
complexity and its techniques. For instance, several statistical strategies can provide better performance on small size data that never scale to large data. Correspondingly, numerous computational methods can provide good performance on small data which encounter important challenges in big data analysis. There are several researchers have developed novel techniques to encounter several challenges in healthcare services [11, 12]. In this article, the challenges in big data analysis are categorized into four wide classifications such as data analytics and its storage, scalability and data visualization, computational complexity with knowledge discovery, and data security. The following subsections have briefly discussed these issues.

**Data Analysis and Storage:** As of now, there is exponential growth in data size by means of several recent technologies like mobile and cellular devices, technologies of aerial sensing, remote sensing, RF id readers and so forth. In order to store these large data, one has to spend considerable amount of money whereas he/she neglected eventually because there is no adequate storage space for storing their data. Thus, the initial challenges of big data analytics are medium for storage and higher speed for input and output. In these instances, the accessibility of data must have the higher priority to accomplish representation as well as knowledge discovery. The major reason for that is, it should be accessed effectively and instantly to perform further investigation. In past few years, the researchers employ hard disk drives for storing the collected data which slower the performance of random inputs/outputs compared with sequential inputs/outputs. In order to defeat such constraint, a few techniques such as solid state drive (SSD) and phrase change memory (PCM) was presented. Nevertheless, the present data storage approaches cannot have the expected performance to process big data. Data diversity is considered as another major challenge of big data analysis. With the consistently developing of datasets, there is a significant increase in data mining tasks. Moreover, when working with huge datasets it has to take the feature selection and data selection and reduction as an important task. This introduces remarkable challenges for the researchers. It is due to the conventional algorithms that always do not respond in a sufficient time while handling such large amount of data. In these days, data consistency is taken as a main challenge which is assured by formulating novel machine learning techniques and some automation processes. Moreover, clustering of these huge datasets helps to analyze the big data that needs major concern [13]. It makes possible by few advanced technologies like hadoop and map Reduce for gathering huge amount of semi- and unstructured data in an adequate period of time. The primary designing challenge is that the effective way of analyzing such large data to obtain best knowledge. To this end, a usual process is to perform translation of semi- and unstructured data into structured form and the knowledge is extracted by applying data mining techniques. Das and Kumar [14] have discussed a novel framework for analyzing large data. Likewise, Das et al. [15] have given the detailed description of data analytics for public tweets. In such case, the primary challenge is to give more care to design data storage frameworks and for developing efficient tools for data analysis which render assurance on the data output when it originates from various sources. Besides, model of machine learning techniques for analyzing data is necessary to enhance system efficiency and scalability.

**Discovery of Knowledge and its Computational Complexity:** In big data, knowledge discovery and data representation are considered as the primary concerns which incorporate several sub fields like data verification, archiving, maintenance, preservation, data representation, and recovery. Various tools are available to perform such knowledge discovery and data representation such as fuzzy sets [16], near sets [17], rough sets [18], soft sets [19], principal component analysis (PCA) [20], and traditional concept analysis [21] and so on. Moreover, numerous hybridized approaches are likewise formulated for processing real time issues. Every one of these approaches is problem subordinate. Furthermore, few of these approaches are not appropriate to deal vast datasets in serial computers. Simultaneously, few of the approaches possess better features of scalability across parallel computers. Since the exponential increase in the size of big data, the existing tools are not effective for processing such huge size data to obtain significant data. The well known techniques for the case of huge dataset management are data mart and data warehouse. This data warehouse is typically responsible for storing data originated from operational frameworks. Likewise, the data mart is depended on the data warehouse and enables data investigations. It is required more computational complexity for analyzing huge datasets and the primary concerns is to deal irregularities and vulnerability present in such datasets.

Generally, the computational complexity is modeled systematically which is commonly used. It is so hard to develop complete mathematical frameworks which are widely applicable for big data analysis. Comprehension of specific complexities is used to process the analytics on a domain specific data easily. A progression of such improvement could implement big data analysis for various fields. Towards this direction, several researches and surveys have been done by employing machine learning approaches with minimum storage requirements. The fundamental aim of those researches is to reduce processing cost and computational complexity [22-24].

But, present tools of big data analysis possess poor performance in dealing with computational complexities, vulnerability and irregularities. It results a great challenge to build novel systems and strategies which can handle computational complexities, vulnerability and irregularities efficiently.

**Data Visualization and Scalability:** In big data analysis, scalability and security are considered as the most critical challenges. In past few decades, the researchers have concentrated on the acceleration of data analysis and their accelerate processors operates according to the Moore’s Law. For the previous years, it is essential to formulate multi-resolution, sampling, and online data analysis strategies. In the aspect of big data analytics, incremental strategies can provide good property on scalability. To scale the data size faster than CPU speeds, it is necessary to embed more number of cores with the processor technology which has dramatic shifts naturally [25]. This kind of processor shifts result the evolution in parallel computing. Some of the real time applications of parallel computing are, social networking, navigation systems, web search, financing, timeliness and so forth.

The main goal of data visualization is to show them more sufficiently utilizing a few strategies of graph theories. Graphical perception furnishes the connection between information with legitimate translation. Notwithstanding, online commercial centers such as Amazon, Flipkart, E-bay etc have a huge number of clients and billions of products to retail every month which produces a considerable amount of data. There are some organization utilizes Tableau tools to analyze the visualization of big data. Therefore, it possesses the ability to convert complex and huge amount of data into natural pictures. These assistance workers of an organization for visualizing the search relevance observe the most recent client feedback, and their sentimental analytics. Nevertheless, present tools for big data visualization always produce poor system performance in execution, reaction time, and scalability. From this, it can be understand that the big data have generated numerous challenges for the advancements of both hardware and software that prompts to few computing technologies such as cloud computing, parallel computing, and distributed computing, and visualization and scalability challenges. In order to get over these issues, it needs to correlate more numerical models to software engineering.

**Data Security:** In the analysis of big data, a vast amount of data is analyzed and correlated to obtain meaning patterns. Each organization possesses different security policies to protect their private and fragile information. Protecting sensitive data needs a major
concern in the big data analytics. There is a massive security hazard related with big data analysis [26]. Thus, data security is turning into a major big data analytics issue. The big data security can be improved by utilizing the methods of validation, approval, and encryption. Different security efforts that the applications of big data encounter are, size of the network, wide range of devices, monitoring of real time security, and absence of intrusion framework [27, 28]. The security issues generated by the big data have gained the attention of data security. Hence, it is essential to give more attention to present a model of multi stage security and preservation frameworks. Though various researches have been done to provide security to big data, but it necessitates more improvements [27]. The significant challenge is to build a privacy preserving data model with multistage security for big data.

3. Research Issues and Challenges

All The growth and advancements in multimedia applications, social networking, e-commerce, distributed computing and cloud computing have significantly increase the data. Moreover, since the requirements of retail analysis are always developing, the traditional hub-and-spoke structures cannot able to fulfill the requests and, thus, novel and upgraded designs are vital [29]. In such situation, open research problems and current challenges are confronted which incorporates data storing, capturing, processing, analyzing, filtering, searching, sharing, querying, visualizing, and privacy preserving of the large amount of data. The previously mentioned problems are classified and explained as [30]:

Data maintenance with storage: The existing data maintenance techniques cannot fulfill the requirements of big data because of their limited storage space. Since the data volume grows exponentially which needs external storage capacity. Moreover, the current techniques are not capable of storing data effectively due to the heterogeneous property of big data.

Data transfer and screening: In cloud computing, bandwidth capacity of the network is the major disadvantage. So the data transfer is a challenging task to overcome, particularly when the data size is too large. In order to manage large scale and organized datasets, some of the techniques like data marts and data warehouses are considered as better solutions. Data warehouses are said to be social database frameworks which authorize the data analysis, storage, and reporting, but the data marts depend on data warehouses and enable the data analysis. In such situation, NoSQL databases are presented as a possible technology for distributed and large scale data maintenance and its database model [31]. The schema-free alignment is considered as the major benefit of NoSQL databases and it enables the fast changes of the data structure and evades revising of tables.

Data execution and analysis: In big data analysis, query reaction time is taken as a serious issue, as sufficient time is required while crossing information in a database and executing real-time data analysis. An adaptable and reconfigured grid for the enhancement of data processing and integration of applications and data-parallelization techniques can be more efficient methodologies to extract more significant knowledge from available datasets.

Data privacy with security: The security issues are observed regarding the processing and storage of big data because third-party services can perform data hosting and some other risky operations. The static data based strategies are used in recent technologies, though the big data involves dynamic variation of presented and additional data or attribute changes. Data mining of privacy preserving without revealing sensitive private data is another challenging area to be researched.

4. Tools for Analyzing Big Data

There are several tools are presented for big data processing and analysis. In this segment, we talk about some recent approaches for big data analysis with importance on three critical developing tools in particular Apache Spark, Map Reduce, and Storm. Several existing tools focus on batch execution, stream execution, and interactive investigation. Most of the batch execution tools depend on the infrastructure of Apache Hadoop for example, Mahout and Dryad. Applications of stream data are typically employed for the real time analysis. Strom and Splunk are the few models of large-scale data streaming platforms. The process of interactive analysis enables cloud users to make interaction directly at real time to perform their private analysis, for instance, Dremel and Apache are some of the platforms of big data analysis which supports interactive data analysis. To develop the projects on big data, these tools are employed. Various researchers have discussed the tools and techniques for big data analysis [32, 33]. Huang et al [34] have analyzed the regular work procedure of big data analysis.

Apache Hadoop and Map Reduce: Apache Hadoop and Map reduce are known as the most implemented software platform for the analysis of big data. It comprises of hadoop distributed file system (HDFS), map reduce, kernel of hadoop, and apache hive and so forth. To process huge datasets, the map reduce is employed which is a programming model depends on divide and conquer strategy. These divide and conquer strategies are executed in two phases, for example, Map phase and Reduce phase. There are two types of nodes are present in hadoop processing namely master nodes and worker nodes. The operation of master nodes is to split the input into number of sub issues and disseminates them to the work nodes in the system to proceed map phase. After that, the results for the entire sub issues are combined in reduce phase by the master node. In addition, Hadoop and Map Reduce functions as an effective programming structure to solve the issues of big data. It is likewise useful in fault tolerance storage and better throughput big data processing.

Apache Mahout: The main objective of apache mahout is to present a commercial based and scalable machine learning strategies for the applications of intelligent and wide scale data analysis. The mahout comprises some of the core algorithms such as data clustering, data classification, pattern mining of data, large volume data dimensionality reduction, transformative algorithms, data regression, and filtering of collaborative batches. These algorithms are operate on the platform of Hadoop via map reduce system. The aim of mahout is to construct energetic, responsive, different communities to enable conversations on the assignment and future use cases. The fundamental goal of Apache mahout is to present an effective tool to reduce big challenges. Several organizations those who established the algorithms of scalable machine learning are Amazon, Facebook, Google, IBM, Twitter, and Yahoo [35].

Apache Spark: Apache spark is defined as an open source framework for processing big data which is developed to obtain speed process, and advanced analysis. Initially, it was established in 2009 at UC Berkeleys AMLab and it is very simple to use. In the year of 2010, this apache spark was open sourced as an Apache assignment. Spark is needed to compose applications rapidly in Java, Python and Scala. Moreover to the map reduce process, it validates SQL queries, data streaming, processing of graph data and machine learning. The spark executes over previous infrastructure of hadoop distributed file system (HDFS) for providing improved and additional operations. The spark comprises a few elements such as cluster organizer, driver programs, and laborer nodes in which the driver programs act as the initiating point for implementation of the application over the spark clusters. The cluster organizer assigns the network resources and the laborer nodes to perform the processing of data as tasks. Every application will possess a group of data processors named executors which are in response of implementing the tasks. The main benefit is that it offers support to deploy spark based
applications in a current hadoop clusters. The architecture model of Apache Spark is illustrated in Figure 2. The following illustrates the different features of Apache Spark.

Fig. 2: Architecture of Apache Spark

- The fundamental aim of spark incorporates resilient distributed datasets (RDD) that accumulate data in its memory and renders fault tolerance with no replication. This can provide iterative computation and enhances their speed as well as resource utilization.
- Additionally, the Map Reduce model can also support data streaming, graph processing, and machine learning algorithms and these are the principal benefit of Apache spark.
- Another benefit is that, the application program can be executed by the users in various languages like Java, R, Python, and Scala. This is conceivable as it accompanies with high level libraries for sophisticated analysis. Those typical libraries enhance the developer profitability and can be consistently integrated to make complex work processes.
- In a Hadoop cluster, the spark can able to execute its application which is faster up to 100 times, and faster 10 times while executing on disks. It is conceivable due to the decrease in number of read/write activities to disk.
- The programs are written in the programming language of scala which are executed over the environment of java virtual machine (JVM). Moreover, it can support some of the programming languages like java, python and R to develop applications using Spark.

**Dryad:** Dryad is a well known programming model to implement parallel as well as distributed programs to handle vast context based on the dataflow graphs. It comprises of a set of processing nodes, and a client utilizes the cluster computer resources for executing their own programs in a distributed manner. Without a doubt, a dryad client utilizes a large number of machines, every one of them with different processors or data cores. The significant benefit is that a client does not require for knowing anything about simultaneous programming. The dryad applications execute computationally coordinated graphs that are made up of computational vertices with communication channels. Thus, the dryad renders a substantial number of operations comprising creating a task graph, task scheduling to allocate machines for the available tasks, handling of transition failure in clusters, gathering of execution metrics, task visualizing, implo ring the user characterized strategies and progressively refreshing the activity chart in light of these policy choices without understanding the semantics of the graph vertices [36].

**Storm:** To process large data stream, storm is required which is a fault tolerant as well as distributed real time computation frameworks. It is particularly intended to process real time operations in contrast with Hadoop that is to execute batch processing. Furthermore, it is likewise simple to set up and control, fault-tolerant, and scalable for providing aggressive performances. The storm clusters are obviously most similar with hadoop clusters. Over storm clusters, the users can execute several topologies for various storm jobs whereas the hadoop platform executes map reduce tasks for relative applications. There are number of contrasts between map reduce tasks and their topologies. The essential contrast is that the map reduce tasks finally completes whereas the topology processing messages constantly, or until the point that user end it.

The storm clusters comprises of two sorts of nodes, for example, master node and laborer node. There are two types of operations performed by the master nodes and laborer nodes like nimbus and supervisor respectively. These two operations possess similar roles as per the job and task trackers of map reduce structure. The nimbus is responsible for code distribution over the storm clusters, task scheduling and allocating to laborer nodes, and supervising the entire framework. The tasks are compiled by the supervisors which are them allocated by the nimbus to them.

Moreover, it begins and ends the operation as fundamental based on the guidelines of nimbus. The entire computational innovation is apportioned and disseminated to various labor operations and every labor process executes a bit of the topology.

5. Future Work Suggestions

Today, the data is gathered from various applications over a wide classification of fields throughout the world and the size of collected data is expected to double in every two years. This has no usage unless those are investigated to obtain effective information. This requires the advancement of strategies that can be utilized to encourage the analysis of big data. The advancement of intense PCs is an advantage to execute these strategies prompting computerized frameworks. The change of information into knowledge is in no way, form a simple task to obtain better performance in large scale data execution, comprising utilizing parallelism of present and forthcoming computer architecture to perform data mining. Additionally, these data may include vulnerability in various structures.

A wide range of models such as neural networks, fuzzy sets, rough sets, and soft sets, their speculations and mixture models acquired by joining at least two of these models have been observed to be productive in depicting information. Those models are so much useful for data analysis as well. Generally, big data are lessened to incorporate just the critical attributes essential from a specific review perspective or relying on the application territory. In this way, lessening methods have been produced. Frequently the data gathered have missing measures. These measures should be produced or the tuples possessing these missing measures are removed from the datasets before performing data analysis.

More essentially, these new difficulties may include, in some cases even disintegrate, the execution, effectiveness and scalability of the devoted data intensive computing frameworks. Once in a while, the upcoming strategy prompts loss of data and subsequently not favored. This raises numerous research problems in the business and research group in types of catching and operating data in an effective manner. Moreover, quick execution while accomplishing better performance and maximum throughput, and accumulating it effectively for later usage is another problem. Furthermore, programming of big data analysis is an essential and challenging problem. Communicating the application requirements for data access and modeling programming language theory to utilize parallelism are a quick need [37].

Furthermore, machine learning ideas and tools are getting fame among researchers to promote significant outcomes from these ideas. Researches in the territory of machine learning for big data have concentrated on data execution, implementation of algorithms, and their advancements. As of late, several machine learning tools for big data are initiated that necessitates drastic variation to choose it. We contend that while every one of the tools has their benefits and impediments, more effective tools can be built for managing issues essential to big data. The effective tools to be built must have requirements to deal variation and noisy information, vulnerability and irregularity, and missing measures.
6. Conclusion

Due to the growth of advanced digital technology, the data generation is at the dramatic pace and the manual analysis of this big data is a challenging one. In this survey, several research challenges, problems, applications and implementation tools are investigated. From this study, it can be understood that each platform for big data has its unique focus and specific functionalities in which some of them are intended to design for batch processing and some of them for real-time data analysis. Using different techniques, there are several analyses performed such as cloud computing, data mining, data stream processing, intelligent analytics, machine learning, statistical analysis, quantum analysis and so on. In future, an effective and efficient solution will develop to propose a novel technique to solve the big data problems.
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