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Abstract 
 

Early detection is a key factor in reducing breast cancer mortality rate. Research works in the area of mammography plays an important 

role in identification of calcification clusters and detection of breast cancer. The purpose of proposed research is to find the best combination 

of feature extraction algorithm to classify mammogram into benign and malignant. It includes Marker Controlled Watershed Segmentation 

Technique (MCWS), feature set extraction methods and SVM classifier algorithm. The GLCM, GLRLM and first order texture descriptors 

are used to describe the calcification clusters. The standard inputs such as normal and abnormal breast images for the proposed system are 

taken from Digital Database for Screening Mammography (DDSM). The computational study showed that combination of all the three 

features descriptors provide better classification result with 97% accuracy and it ensures improved the CAD system performance for small 

training data sets compared to existing techniques. 
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1. Introduction 

According to World Health Organization (WHO) survey, breast 

cancer is a prominent cause of death worldwide, accounting for 571 

000 deaths in 2015 and ranked as first common cause of cancer 

death among Indian females with mortality 12.7 per 100,000 

women. It continues as important public health issue among women. 

Early detection is the key factor to reduce cancer death. A better 

treatment result can be obtained if breast abnormality is identified 

at the initial stage [1].  

Most reliable and commonly used imaging system for detecting 

breast carcinoma is mammography. However, difficulties come in 

providing accurate results which can be solved by the proposed 

Computer Aided Diagnosis (CAD) system. Breast calcifications are 

calcium deposits in breast tissues and micro calcifications are sig-

nificant sign that leading to cancer detection [2]. The correlation 

between disease and calcification cluster appearance proves the ne-

cessity of CAD systems in mammogram analysis. Micro calcifica-

tions have an area in range of 0.1 to 1 mm and it is very challenging 

to isolating these calcifications. The size, distribution and shape 

may vary depending up on the stage of breast cancer that leads to 

failure of standard CAD detection system which works based on 

single model. Mammograms are low contrast images, considering 

the difference in intensity of micro calcification and background is 

complicated. The chances for misinterpretation of dense tissue 

mammogram are more compared to glandular and fatty tissues. All 

these problems can be eliminated by suppressing the noise present 

in the mammogram and later enhancing the contrast of image. The 

basic steps involved in any CAD system are preprocessing, segmen-

tation, feature extraction and classification. Segmentation methods 

identify Region of Interest (ROI) which is varying for different ap-

plication areas [3].  

Different feature extraction methods are used in image processing. 

Dana cobaz et.al [3] proposed a multi scale Gabor type feature set 

to obtain accurate result with less number of mammograms in train-

ing set. In Albert law et.al [4] studies, deformable region model and 

sampling techniques are used, in which processing time is reduced 

and is efficient in timely decision making. The presence low con-

trast background features can sometimes influence in decision mak-

ing, it can be extracted by applying wavelet transform and wavelet 

packets as explained by Azadeh et al [5]. Micro calcification fea-

tures such as compactness, thickness, direction, foreground, and 

contrast are extracted in studies of K.S. Woods et al [6] and B. 

Zheng [7]. Elongation eccentricity, orientation and foreground fea-

tures are explained and analyzed in mammogram by Veldkamp et 

al [8] and Bothorel et al [9]. The individual features are easy to ex-

tract and are devised by experienced radiologists. Ball et al [10] 

used micro calcification features that comprise morphological and 

statistical features constructed on the segmented boundary and with 

application of rubber band straightening transform.  

Timp et al [11] suggested temporal single view features in which 

these features are categorized into 12 groups based on type of nature. 

Fauci et al [12] extracted features that gave information related to 

shape and geometry. The benchmark for feature selection was cre-

ated by the difference between healthy and pathological regions. 

Rangayyan et al [13] proposed a method to obtain shape features 

from the turning angle functions of contours. Features are useful in 

the analysis of contours of breast masses and tumors because of 

their ability to capture diagnostically important details of shape re-

lated to spicules and lobules. In L. Zhang et al [14] works, cluster 

features are taken to define the number, area and scattering of the 

micro calcification.  

The major part of a CAD system is classifiers. Based on the ex-

tracted feature set classifiers perform classification to identify ma-

lignant and benign mammograms. Image processing comprises 
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many classification techniques which give promising results in clas-

sification; they are Random Forest (RF), Multi-Layer Perceptron 

(MLP), Artificial Neural Network (ANN) etc [15]. Komal Sharma 

et al [16] proposed a MLP classifier based mammogram analysis 

approach which had a drawback that the local minima affect the 

training progression. RF classifier is applied in mammogram by 

Blagojce et al [17] which is accomplished by directing a sample in 

every tree followed by allocating it in the marker of the terminal 

node. The classification result is the mean vote of altogether trees. 

This system is efficient with high dimensional data and large dataset 

but has limitation that it may over fit sometimes.  

X Wu et al [18] suggested K Nearest Neighbor (KNN) classifier, 

simple and commonly used where classification is based on major-

ity. Even though it is easy to understand and implement, KNN is 

computationally expensive for huge set of images. In Naive Bayes-

ian (NB) system for micro calcification detection by R.K.Kavitha 

et al [19], the limitation of KNN can be avoided and can be imple-

mented for large datasets. Complicated iterative parameters are not 

needed here. It originates conditional probability from the correla-

tion between each instant class and feature. In Krishnaveni et al [20] 

works, NB classifier needs less training samples but have less ac-

curacy. Relevance Vector Machine (RVM) classifier networks are 

used in L Wei et al [21] works which is framed on Bayesian theory. 

A two stage classification network is adapted for improving the 

computational speed. It involves the application of linear RVM 

classifier to reject the overpowering majority. In particular, it is 

beneficial for real-time analysis because time required for detection 

is less. Drawback of this system comes is that training stage is com-

plex.  

In Vijayarani et al [22] study of breast cancer detection, Decision 

Table (DT) technique is used. Two different decision tables are 

used, they are decision table majority and decision table local. If 

decision table cell that mapping to new occurrence is empty, then 

majority training sets are returned in majority decision table. This 

system provides classification errors for small training sets and it 

necessities more calculations for composite problems. Back propa-

gation algorithm for classification is proposed by Dheeba j et al [23] 

needs more training time in which the generated error by the differ-

ence in target and actual outputs depends on weight of neurons in 

network layers. The limitations noticed from existing methods are 

miscalculation due to absence of texture data, over fitting of omitted 

data, requirement of more training examples, high computation 

time and trouble to detect complex of calcification. These problems 

can be overcome by the proposed CAD system. It comprises of fea-

ture extraction and classification of mammogram to analyze nature 

of calcification which further leads to accurate detection of breast 

cancer. 

2. Materials and methods 

In this proposed approach, 200 DDSM images are considered for 

analysis in which 100 mammograms are for training and 100 are for 

testing. The training dataset included 50 images for benign cases 

and 50 for malignant. Fig.1 shows framework of proposed system 

which comprises of segmentation, feature extraction and classifica-

tion. Each section in detail is explained below.  

 

 
Fig. 1: Framework for Proposed System. 

2.1. Mammogram 

The mammogram images for proposed study are taken from Digital 

Database for Screening Mammography (DDSM) which is publi-

cally available database for research related purpose of breast can-

cer and it comprises almost 2500 mammograms [24]. It provides 

information of normal, benign and cancer mammogram cases. Each 

case in DDSM is detailed with not only rating of breast density but 

also keyword explanation of American College of Radiologist 

(ACR).  

2.2. Segmentation of micro calcification 

Image preprocessing becomes essential in removing background 

noises and markings [25]. Mammogram preprocessing includes fil-

tering, contrast enhancement, label and pectoral muscle removal 

[26]. In the suggested system, noises like salt and pepper are re-

moved by applying adaptive median filter [27] and contrast is im-

proved by Contrast Limited Adaptive Histogram Equalization 

(CLAHE) [28] technique. The morphological reconstruction tech-

niques are applied to eliminate pectoral muscle and mammogram 

label. The micro calcification is then segmented by Marker Con-

trolled Watershed Segmentation approach. The resulting Region Of 

Interest (ROI) showed micro calcification cluster from which fea-

tures can be extracted.  

2.3. Micro calcification feature extraction 

The feature extraction technique is implemented in this CAD sys-

tem to characterize particular properties of the breast calcifications 

for classification purpose. Mammogram texture feature sets such as 

entropy, regularity, energy and entropy are extracted from ROI 

which gave details regarding intensities and spatial arrangement of 

pixels. Different feature extraction algorithms adapted in this study 

are explained below.  

2.3.1. First order statistic feature 

First Order Statistic (FOS) is created in relation with statistical 

properties of histogram intensity [26]. The features taken from this 

approach are standard deviation, third moment, smoothness, en-

tropy, uniformity and mean. Here N indicates probable intensity 

levels, Intensity is indicated by x and intensity histogram by p(x). 

All features based on first order are expressed as shown in equations 

(1-6). 

 

Entropy (e) = ∑ p(xi
L−1
i=0 )log2 p(xi)                                          (1) 

 

Standard Deviation =  √∑ (Xi − m)2 p(xi
N−1
i=0 )                         (2) 

 

Uniformity (U) = ∑ p2(xi
N−1
i=0 )                                                   (3) 
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Third Moment (μ3) =  ∑ (Xi − m)3 p(xi)

N−1
i=0                             (4) 

 

Smoothness (R) = 1 − 
1

1+σ2
                                                      (5) 

 

Mean = ∑ xp(xi
N−1
i=0 )                                                                   (6) 

2.3.2. GLCM 

A second order statistical method is applied in this system to extract 

texture features. In Gray Level Co-occurrence Matrix (GLCM) cal-

culated mean spatial correlation between grey levels in ROI. The 

spatial matrix is a frequency formulation or combination of bright-

ness values of pixels. GLCM computed in such a way that a re-

quantized image (H) is produced from original image. Mg is the 

number of grey levels that have value either 16 or 32. By perusing 

intensity of each pixel and neighboring pixel, GLCM is calculated 

from H. Here angle, θ is restricted to 0, 45, 90, 135 and dis-

placement (l) has values 1, 2, 3…n. Then GLCM is expressed as G 

(i, j) as shown in equation (7), where lx = l cos θ, ly = l sin θ.  

 

G (i, j) = ∑x ∑y P (lx ly)                                                                 (7) 

 

The Fig.2 represents the GLCM formation of the grey-level image 

at unit distance and 0°. The boxes in Fig.2 demonstrate pixel inten-

sities 0 and neighboring pixel 1. The number of such pixels is 

counted and forming GLCM matrix as shown in Fig.2 (b).  

 
(A) 

 
 

(B) 

 
Fig. 2: Formation of GLCM (A) Example of an Image with 4 Grey Level 

Images (B) GLCM for Distance 1 and Direction 0°. 

 

In the same way, counting combination of each pixels values are 

done. As a result, image is transformed into GLCM matrix. The 

proposed system used contrast, homogeneity and energy features. 

Usually contrast is considered as local deviations existing in an im-

age and it can define as degree of the level to which an objective is 

distinct from its background. It is calculated from the image as per 

the equation (8). Energy terms orderliness of an image which can 

be calculated as equation (9). Homogeneity is termed as closeness 

of scattering elements in GLCM as expressed in equation (10). 

 

Contrast =  ∑ (i − j)2
i,j  P(i, j)                                                     (8) 

 

Energy =  ∑ P(i, j)2
i,j                                                                    (9) 

 

Homogeneity = ∑
1

1+(i−j)2i,j  P(i, j)                                            (10) 

 

 

2.3.3. GLRLM 

Grey Level Run Length Matrix (GLRLM) is one feature extraction 

method in which run length is number of neighboring pixels that 

have equal grey intensity values in certain directions. Fig.3 repre-

sents GLRL matrix. GLRLM texture features used here are Long 

Runs Emphasis (LRE), Run Length Non-uniformity (RLN) and 

Shot Runs Emphasis (SRE) [27]. The mathematical expressions for 

GLCM feature are shown in equations (11-14) where p is number 

of grey levels, q is length of longest run, i and j indicates length. 

MATLAB Image processing tools are used to calculate these fea-

tures. 

 
(A) 

 
 

(B) 

 
Fig. 3: Formation of GLRLM (A) Matrix of Image 4X4 Pixels (B) GLRL 

Matrix. 

 

LRE processes the spreading of long runs which is predicted big for 

uneven structural textures. Resemblance of length of runs is ex-

pressed as RLN. If run lengths are identical throughout the image, 

then value of RLN is small.  

 

𝑆𝑅𝐸 =
1

𝑛𝑟

∑ ∑
𝑄[𝑖,𝑗]

𝑗2
𝑆
𝑖=1

𝑅
𝑖=1                                                            (11) 

 

𝑛𝑟 = ∑ ∑ 𝑄[𝑖, 𝑗]𝑆
𝑖=1

𝑅
𝑖=1                                                                 (12) 

 

𝐿𝑅𝐸 =
1

𝑛𝑟

∑ ∑ 𝑄[𝑖, 𝑗] ∗  𝑗2𝑆
𝑖=1

𝑅
𝑖=1                                                  (13) 

 

𝑅𝐿𝑁 =
1

𝑛𝑟

∑ (∑ 𝑄[𝑖, 𝑗])𝑆
𝑖=1

2𝑅
𝑖=1                                                     (14) 

2.3.4. Classification of mammogram 

The suggested method used Support Vector Machine (SVM) clas-

sifier for detection of breast cancer in which texture feature is a key 

descriptor for all mammograms. Texture information is extracted 

from segmented image and given to proposed classifier. SVM has 

several benefits compared to current methods; they are higher effi-

ciency and speed in analyzing breast calcification as malignant or 

benignant. It accomplished low generalization error when applied 

to categorize mammograms that were not comprised in training set. 

SVM deliberated as dynamic part of research related to machine 

learning. It used a premise space of linear function and is trained 

with an algorithm, based on theory of optimization. The devising 

practices Empirical Risk Minimization (ERM) principle and Struc-

tural Risk Minimization (SRM) principle. SRM underestimates su-

perior bound on the predictable risk and ERM reduces training data 

errors. It equips SVM as a good classifier. The basic concept of an 

SVM classifier is illustrated in Fig.4, in which data vectors X and 
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O are separated by a hyper plane. Many separating planes are con-

sidered but SVM pursues a plane that creates biggest margin be-

tween data vectors and achieve SRM.  

Most probably data points are linearly separable, if not nonlinear 

transformation is applied for mapping data vectors into feature 

space. SVM practices a kernel function to eliminate problems re-

lated to over fitting in feature space. Equation.15 shows mathemat-

ical expression for SVM classifier. Here ∅(𝑥)  is transformation 

function and α represents constant. 

 

 
Fig. 4: SVM Classification with a Hyperactive Plane. 

 

In SVM, support vectors are fundamentals of training set that com-

prised of samples that are challenging in classification. The compo-

nents may be on or inside the decision boundary. The kernel func-

tion have key role in obtaining better classification result.  

 

ℎ(𝑥) = ∑ 𝛼∅(𝑋𝑖)𝑇∅(𝑋) + 𝑠𝑖∈𝑆𝑉                                                 (15) 

3. Results and discussion 

For automatic detection of breast cancer, more than 200 images  

(100 for testing and 100 for raining) are taken from DDSM data-

base. Mammograms are filtered and enhanced; followed by seg-

mentation to get ROI. Different micro calcification features are ex-

tracted from segmented image. The Fig.5 shows outcomes of mam-

mogram segmentation. 

 
(A) 

 
 

(B) 

 
 

 

 

 

 

 

 

 

(C) 

 
Fig. 5: Mammogram ROI Extraction (A) Original Mammogram (B) Pre 
Processing Result (C) Segmented Micro Calcification. 

 

The training and testing datasets were used for SVM classification. 

The training data sets included two cases, benignant and malignant. 

The first order static features, GLCM and GLRLM features are 

taken for 100 segmented DDSM mammograms; the minimum and 

maximum values of benignant and malignant mammogram are tab-

ulated for reference as shown in Table.1. The feature values were 

different for each case. Mean, smoothness, uniformity, standard de-

viation, entropy and third moment are attained from first order tech-

niques. Contrast, homogeneity and energy are calculated from 

GLCM. SRE, RLN and LRE are obtained from GLRLM.  

 
Table.1: Micro Calcification Feature Values for Benign and Malignant 
Mammograms 

Feature 

extraction 

technique 

Features 
Benign Mammo-
gram 

Malignant Mammo-
gram 

  Min Max Min Max 

 

First Order 

Statistic 
Feature 

Mean 54.234 79.581 18.204 47.298 

Smooth-
ness 

0.0101 0.0199 0.0214 0.0359 

Standard  

Devia-
tion 

10.968 15.316 24.181 36.017 

Uni-

formity 
0.0302 0.0505 0.0604 0.1872 

Third 

Moment 
-0.0770 0.2628 -0.2168 0.7844 

Entropy 2.086 3.1825 0.7562 1.9214 

GLCM 

Contrast 0.2541 0.5731 0.0147 0.0829 

Energy 0.33589 0.7571 0.8784 0.9733 

Homo-
geneity 

0.9013 0.9827 0.9912 0.9925 

GLRLM 

SRE 0.0674 0.0889 0.01295 0.03894 

LRE 5864.778 9962.14 990.233 1526.98 
RLN 32.830 523245 12.337 15.709 

 

In order to analyze performance of classifier, different texture fea-

tures were elected as input to SVM. SVM classify testing data by 

training all these feature values. After the training process, the test-

ing stage starts to process. A structure argument generated from 

training data compared with features calculated from testing data. 

Table.2 shows confusion matrix for SVM testing with GLCM fea-

tures. The True Positive (TP) represents number of malignant im-

ages that are properly recognized; False Positive (FP) indicates 

number of benignant images that are identified mistakenly as ma-

lignant. 

 
Table.2: Confusion Matrix for SVM Classifier with GLCM Features. 

Actual Predicted 

 Positive Negative 
Positive 

25 

True Positive (Tp) 

23 

False Positive (Fp) 

2 

Negative 
25 

False Negative (Fn) 
2 

True Negative (Tn) 
23 

 
Table.3: Confusion Matrix for SVM Classifier with GLRLM Features. 

Actual predicted 

 positive negative 

Positive 
25 

true positive (tp) 
21 

false positive (fp) 
4 

negative 

25 

false negative (fn) 

3 

true negative (tn) 

22 
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The False Negative (FN) indicates number of malignant image that 

are not detected. True Negative (TN) designates number of benign 

mammograms which are correctly detected as benign. The confu-

sion matrix for SVM classification based on features extracted from 

GLRLM is tabulated in table Table.3. Here four non-cancerous im-

ages were detected as cancerous and two cancerous images misclas-

sified as normal. The number of TP and TN in GLCM based SVM 

classification are more than GLRLM based classification which 

means GLCM outperforms GLRLM. Table.4 implies confusion 

matrix of SVM for combination of GLRLM, GLCM and first order 

statistic features. Number of false negative was same as that of clas-

sifier with GLCM.  The number of misclassified mammogram was 

less for combined feature related classification.  

 
Table.4: Confusion Matrix for SVM Classifier with FOS + GLCM + 

GLRLM Features. 

Actual predicted 

 positive negative 
Positive 

25 

true positive (tp) 

24 

false positive (fp) 

1 

negative 
25 

false negative (fn) 
2 

true negative (tn) 
23 

 

The suggested approach is tested by processing mammogram which 

is the golden standard for breast cancer screening. The mammo-

grams are accessed from DDSM database which contains infor-

mation regarding final diagnosis against each mammogram. The 

outcome of each testing was evaluated by means of performance 

measures such as sensitivity, accuracy and specificity. Fig.6 shows 

SVM classifier performance for the above three experiments in 

terms of accuracy, specificity and sensitivity. GLCM outperforms 

GLRLM.  

 

 
Fig. 6: SVM Classification Perfomance Comparison for Different Feature 

Extraction Methods. 

 

The combination of three feature extraction method eliminates gen-

eration of false negatives and positives. The combination of first 

order, GLCM and GLRLM provide 95% specificity with 97% ac-

curacy. Sensitivity for this method is 96%. The present study sug-

gested a CAD system for automatic detection of breast cancer by 

classification and feature extraction of micro calcification clusters. 

Three feature algorithms are used such as GLCM, GLRLM and first 

order statistics. Contrast is foremost descriptor for all mammogram, 

GLCM provide contrast, energy and homogeneity values thereby it 

proves better results in breast cancer detection. GLRLM features 

are SRE, LRE and RLN. Combination of first order with GLCM is 

better than that of GLRLM. Accuracy of breast cancer detection can 

be improved by the proposed system which uses both first and sec-

ond order feature set for classification. Neetha Jog et al [29] sug-

gested similar study related to proposed work in which SVM clas-

sifier used with Gabor and GLDM feature extraction algorithms. 

MIAS database is used for analysis of this study. The outcomes 

showed 95.83% accuracy for SVM+GLDM and 71.83% accuracy 

for SVM + Gabor filter. These GLDM and Gabor filter can improve 

accuracy of cancer detection by adding them to proposed system. 

Further studies related to nature of breast calcification can result in 

design of high efficient automatic system, which even detects stages 

of breast cancer growth. The application of Local Binary Pattern 

technique can extract fine details from mammogram [30]. It is one 

of the main descriptor for early detection of breast cancer. From this 

study, it is clear that SVM is an ideal alternative as a classifier for 

type of cancer detection. 

4. Conclusions 

The proposed framework of micro calcification detection is based 

on SVM classifier with three feature extraction methods. The pro-

posed system is effective in reducing misclassification rates with 

less training set. The limitation of system is poor performance for 

low contrast images and the lack of texture feature values in deci-

sion process. Future work of this paper is to implement more feature 

extraction methods and can use other classifiers to improve the ac-

curacy of breast cancer detection. 
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