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Abstract 

 
The presence of outliers is an example of aberrant data that can have huge negative influence on statistical method under the assumption 

of normality and it affects the estimation. This paper introduces an alternative method as outlier treatment in time series which is interpo-

lation. It compares two interpolation methods using performance indicator. Assuming outlier as a missing value in the data allows the 

application of the interpolation method to interpolate the missing value, thus comparing the result using the forecast accuracy. The 

monthly time series data from January 1998 until December 2015 of Malaysia Tourist Arrivals were used to deal with outliers. The re-

sults found that the cubic spline interpolation method gave the best result than the linear interpolation and the improved time series data 

indicated better performance in forecasting rather than the original time series data of Box-Jenkins model. 
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1. Introduction 

Outliers is an extreme value which always appears in the time 

series data and the value is recorded differently from the rest of 

the data for being either too small or too large. Outliers can be 

observed as a figure that acts differently from other in the data [3]. 

The presence of outlier may lead to a poor data analysis, resulting 

in inaccurate estimation. Research findings also be badly affected 

especially in a statistical analysis due to the existence of outlier. 

There are several causes outlier, for example error in data trans-

mission, abnormal spike in time series data, unusual high number 

of component failure within a given time series, and periodic mal-

function of measurement device. Handling or dealing with outlier 

is a difficult process but in forecasting, it is a critical function 

because the data used had been passed on, hence affecting the 

estimation in the results. This had been proven by [1] when the 

research finding found that the outliers affect various measures 

including the impacts on the data set, estimation method and 

skewness        coefficient but it did not affect the headcount index. 

Generally, [8] found that many researchers face problems in han-

dling outliers as a legitimate part of data. [6] stated that the outli-

ers are then removed  in order to get the best estimate of popula-

tion parameters. Unfortunately [7] claimed, there is an argument 

stating that the removal of outlier without replacing any data may 

produce invalid and undesirable results. [2] stated the time series 

data that contain outliers may cause losses in the forecast accuracy 

and this happens when bias exists during the estimation of  model 

parameter. A common technique in the treatment of outlier is to            

identify the locations and types of outliers. First, outlier must be 

detected through suitable methods and the detected outlier needs 

to be treated. Then, [5] found that [9] considered outlier as a miss-

ing data and assumed ARMA model as contaminated series and to 

be replaced with a new value from the missing data using interpo-

lation method. In this paper, the outlier was detected using fit 

ARIMA distribution method with SAS software. [4] in their busi-

ness Tankan surveys, the outliers were regarded as missing values 

and were treated using different methods when filling the missing 

values which was cold deck imputation method. Meanwhile, this 

paper compared two single imputation methods, linear interpola-

tion and cubic spline interpolation, as an outlier treatment in time 

series data in terms of forecast accuracy. There were also three 

types of performance indicators being used to compare both meth-

ods in describing the goodness fit, namely mean absolute error 

(MAE), root mean square (RMSE), and coefficient of determina-

tion (R2). Then, the outliers in the data were evaluated and  com-

pared before and after the treatment had been applied. 

2. Materials and methods 

In this study, the Malaysia tourist arrival monthly data were used 

starting from 1998 until 2015. The data were retrieved from the 

Ministry of Malaysia Tourism website. The improved time series 

data is a new set of data which went through the interpolation 

method. The outliers were then detected using fit ARIMA distri-

bution and got        removed. Upon replacing the detected outliers 

using         interpolation method, the actual model of Box-Jenkins 

time series data and improved time series data were evaluated. 

Next, both data were compared using forecast accuracy to find the 

changes before and after interpolation were applied. Subsequently, 

comparing the goodness of fit and the       efficiency between line-

ar interpolation method and cubic spline interpolation method 

required an evaluation using performance indicators. 

All of the statistical analyses were performed using SAS 

software, S-PLUS software, Minitab software, Microsoft Excel 

and SRS1Spline software. In this research, interpolation method 

was used to obtain the new point that was present in the data set. 

Thus, in order to understand the process of this study, several 

steps of the outlier treatments were applied to achieve a newly 

improved time series data: 
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Step 1: Identify the outliers in the actual time series data  

             using the Box-Jenkins methodology. 

 

Step 2: Remove the outliers in the data depending on        

            the position of detected outlier.  

 

Step 3: Replace the detected outliers in the data using  

             linear interpolation and cubic spline                               

             interpolation method. 

 

Step 4: Identify the model present in the improved time  

            series data. 

 

Step 5: Evaluate the value of forecast accuracy and 

            performance indicator of the improved time series  

            data.  

 

Step 6:Repeat step 1-5 until the magnitude error perfectly  

            fits the conditions. 

3. Results and discussion 

Table 1 indicates the magnitude error between actual data of 

Box-Jenkins model and improved time series data of Box-Jenkins 

model. The MSE value of actual data between Box-Jenkins, as 

well improved data of linear interpolation and cubic spline inter-

polation showed huge differences. In comparison, the improved 

linear interpolation of second iteration and actual data of Box-

Jenkins, there was           approximately 3% difference. Next, in 

the improved linear interpolation method between first and second 

iterations, the second iteration had been proven to generate the 

best result compared to the first iteration. As stated in Table 1, the 

cubic spline interpolation method indicates better results among 

other errors of magnitude values. First, there were more than 

80,000 differences in the MSE values for the first iteration of cu-

bic spline interpolation. Also, less than       quarter of MSE value 

differences were between the actual Box-Jenkins data and im-

proved Box-Jenkins during the second iteration of cubic spline 

interpolation method. Next, the MAD value of actual Box-Jenkins 

data indicated a huge difference during the second iteration of 

cubic spline, in comparison to the first iteration. In testing the 

MAPE, the first iteration of the improved cubic spline data 

showed a medium difference from the actual data compared to the 

second iteration of the improved data that showed 5.2% from 

8.4% of value. Thus, the improved cubic spline       interpolation 

of second iteration data the most satisfying result in error magni-

tude to that of the first iteration. Overall, the result of the error 

magnitude indicated that there was positive impact during the 

interpolation method in estimating the missing value which was 

regarded as outlier in this study. The improved Box-Jenkins data 

of cubic spline interpolation and the linear interpolation method 

demonstrated the better results in MSE, MAD, and MAPE values 

than the actual data of Box-Jenkins. From all of the aforemen-

tioned statements, the improved Box-Jenkins of second iteration 

methods were all proven to acquire the best result each error mag-

nitude. Futhermore, better results of error magnitude could be 

obtained by applying more iteration. 

 
Table 1: Forecast Accuracy Between Actual Box Jenkins  Model and 
Improved Box-Jenkins for New Time Series  

 

 

 

 

 
Figure 1: The Time Series Plot Between Forecasted 

Improved 

 
Table 2 shows the performance indicators between Linear Interpo-

lation and Cubic Spline Interpolation methods using RMSE, R2 

and MAE. 

 
Table 2: Performance Indicators between the Linear Interpolation and the 

Cubic Spline Interpolation 

 

 

Measurements 

Types of  Interpolation 

Linear 

Interpolation 

Cubic Spline 

Interpolation 

1st 
Iteration 

2nd 

Iteration 
1st 

Iteration 
2nd 

Iteration 

RMSE 422.36 17.45 416.43 10.36 

R2 0.92 0.93 0.92 0.93 

MAE 172.45 119.12 162.56 112.21 

From the previous result, the forecast accuracies for all values 

of MSE, MAD, and MAPE of linear interpolation and cubic spline 

interpolation showed better results            compared to the values 

of the actual data of Box-Jenkins. In order to know the best inter-

polation method for this time series data, several tests were ran to 

find the best method. Thus, the performance indicators were used 

on the linear interpolation method and cubic spline interpolation 

method based on the improved tourist arrival data of the Box-

Jenkins model. Table 2 indicates the results’ performance for both 

methods. Both methods fit the data very well and cubic spline 

interpolation method obviously generated the best results in com-

parison to linear interpolation method. There were several digit 

differences in the RMSE and MAE values. Although their R2 tests 

had the same value during the first iteration and second interpola-

tion of linear          interpolation and cubic spline interpolation 

which was 0.92, the cubic spline interpolation method gave small-

er error value in RMSE compared to the linear interpolation meth-

od which was approximately to six points in the first iteration. 

Then, in the second iteration between linear interpolation and 

cubic spline interpolation, there were 7.09 differences in point. For 

MAE value, the cubic spline interpolation      indicated a much 

lower value in the second iteration than the first iteration. This was 

the same result for the linear interpolation which had a lower val-

ue during the second iteration. The cubic spline interpolation 

showed a much lower value in MAE compared to the linear inter-

polation method. Obviously, all values for the performance          

indicators showed better results for cubic spline interpolation, 

making the cubic spline interpolation as the best fit method to 

interpolate the missing values in this time series data rather than in 

the linear interpolation method. 

 

Measurements 

 

 

Actual  

Box-
Jenkins  

Improved Time Series Data 

Linear  

Interpolation 

Cubic Spline  

Interpolation 

1st 

 Itera-

tion 

2nd 

 Itera-

tion 

1st 

 Itera-

tion 

2nd  
Iteration 

MSE 259 693 178 389 305 173 415 107 

MAD 175 172 119 120 112 

MAPE 8.4 % 8.1% 5.5% 7.6% 5.2% 

60 g/cm3 density 
70 g/cm3 density 

80 g/cm3 density 
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4. Conclusion  

Time series data usually contained many unexpected outliers. 

Discarding the outlier observations during the         analyzing and 

forecasting may produce bias results. Perceiving the outliers as 

missing values and subsequently make treatment of outlier using 

interpolation method, the missing value can therefore be replaced 

using this method. In this study, two types of interpolation meth-

ods were used to interpolate the missing value in the tourist arrival 

time series data and later both methods were evaluated using three 

performance indicators, namely MAE, RMSE, and R2 to obtain 

the best method. The first and second iterations of improved data 

using both methods were applied in order to indicate the perfor-

mance indicators and the best result to discard the outliers. After-

wards, the actual time series data of the Box-Jenkins model were 

compared with improved linear interpolation data and improved 

cubic spline           interpolation data using forecast accuracy. The 

results     indicated that the improved time series data of the Box-

Jenkins appeared to have smaller error in the forecast accuracy 

which were MAPE, MSE, and MAD than the actual time series 

data. The observation upon the performance indicators between 

two interpolation methods concluded that both methods fit the 

data very well. The best method in terms of the degree of com-

plexities was the cubic spline interpolation method not the linear 

interpolation method. 
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