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Abstract 

 
Context: Since 1990, various researches have been working in the area of software fault prediction but yet it is difficult to assess the impacts 

and progressive path of this research field. Objective: In this research work, author’s major objective is to investigate the context and 

dimensions of research studies performed by different researchers in the area of software fault prediction. This work also focuses on 

presenting a well defined systematic view of their findings and suggestions after a critical examination of all major approaches applied in this 

key research area. Method: This research work includes 112 total manuscripts published between 2009 and 2014. These studies are gathered 

from a pool of total 587 manuscripts. The selection criteria for these manuscripts are title, keywords and citation of that paper. Result: The 

results of this investigation shows that most of the research work related to software fault prediction have been performed on available data 

set from NASA repository. Most of the research work performed is basically confined to analysis or comparative study of various machine 

learning techniques based on their classification accuracy. Various research work published doesn’t exhibit clearer representation of any 

specific prediction model. Conclusion: Still after years of development, there is a huge gap between the industry requirement and the research 

being performed by different researchers in the field of Software fault prediction. A better collaboration between industry academia is still 

required. This research work represents a critical investigative approach towards finding the exact gaps to be filled and explored more 

authentic future research areas in this field. All result finding have been critically examined and compared with existing literature work for 

better understanding and deep insight over identifying the major strengths of chosen research field. 

 
Index Terms: Software fault prediction; Software metric; Systematic reviews. 

 

1. Introduction 

The work presented here is a gap analysis in the field of Software 

fault prediction. The objective of gap analysis is to identify a 

direction where a contribution could be made. The work evaluates 

various literature studies of software fault prediction, so as to 

identify the appropriate approach for investigating the research 

question(s). This work is a secondary study that reviews the primary 

systematic review studies since 2003-2015, related to Software Fault 

Prediction. Systematic literature review is a process that should 

answer the questions like how to proceed for the review, steps 

involved in review and reporting the outcome the review. Systematic 

reviews are conducted with an aim to cumulate the work in an 

analytical way. Such reviews do not consider the impact of the 

research done in a specific area but the objective here is to find out 

further direction for research in the area. The basic motivation for 

performing this investigation is to identify the extent to which 

researchers has explored the field of software fault detection. 

 

 

In this study, author investigated 11 Systematic reviews on Software 

Fault Prediction papers published between 2003 and 2015. 

According to the available literature, Software fault prediction is not 

a new field to explore, as authors could find literature studies from 

1990, exploring various perspectives related to this field. However 

each study ensures a lot of scope for further refinements in the field. 

This work is a sincere effort to analyze the systematic findings of 

different researchers in the related field. To identify the depth of 

systematic study performed by the researchers, the current work 

focuses on following research attributes like their major research 

objective in the field of software fault prediction, common literature 

studies adopted, proposed suggestions and major findings. 

Authors have identified 11 systematic reviews from 2003 - 2015 for 

their study. The inclusion criteria for the selection of these review 

studies includes the title, keywords, objective of the study under 

consideration and number of citations. The objective of chosen 

studies, were to explore findings presented in previous studies. The 

current work is in-depth analysis of these systematic reviews. The 

objective of the current study is to analyze gap on the basis of 

findings and future scope given by individual studies for software 

fault prediction. The studies chosen were analyzed according to the 

publication year. Authors have explored them for findings and 
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suggestion as an outcome of these systematic review studies. 

Authors have excluded all those manuscripts which does not meet 

the criteria especially papers without any citations are not 

considered. A good cited work ensures a good quality work. A work 

is considered as a quality work if it is easy to understand, with 

informative content and presents the outcome in a systematic way. 

Following is the flow of paper: Section 2 explains papers considered 

for the investigation in this study. Section 3 discuss the Research 

methodology, section 4 provides the findings and suggestions 

proposed by the studies in view related to software fault prediction 

problems and section 5 presents the conclusions and future direction. 

2. Related Work 

Using inclusion criteria 11 primary studies were selected for the 

investigation, out of which 112 secondary common studies were 

gathered. Authors have presented below a detailed study about the 

objective, method used and findings provided by these selected 11 

primary studies: 

 

(Catal&Diri, 2009) [1] 

 

Objective: To provide a systematic review of software fault 

prediction. Focus of the study is to know about all machine learning 

methods, type of datasets and software metrics that have been 

majorly used by the studies in literature before and after year 2005, 

for software fault prediction. 

Method: This is a time line study from year 1990-2008. The main 

objective of the study was to evaluate the literature work, in the field 

of software fault prediction. 

Findings: The study witnesses an exponential increase in use of 

public data set and machine learning methods for software fault 

prediction since 2005. The method-level metrics are found to be the 

most dominant metrics in the field of fault prediction. According to 

the study more use of public datasets for on software fault prediction 

is required in combination to advance machine learning algorithms 

can present better fault predictor models. Study analyses that there is 

scope of work to done using class level metrics. 

 

(Catal, 2011) [2] 

 

Objective: This is a classification work. This work classify, papers 

included in the study. The categorization is on the basis of 

methodology used by the studies and their publication year Method: 

Software engineering literature is collected for software fault 

prediction and both machine learning and statistical based 

approaches used in literature are studied here. The published year of 

the papers under consideration is between 1990 -2009. 

Findings: Author concludes that, most of the studies use method 

level metrics. Use of machine learning techniques is very high for 

prediction models. Naïve Bayes is suggested as a robust machine 

learning algorithm for supervised softwarefault prediction problem. 

 

(Kitchenham, 2010) [3] 

 

Objective: The objective of the study is to identify the most 

influential research work in literature related to software metrics. 

The aim of the study is to know the extent to which software metric 

studies can be aggregated. 

 

Method: The inclusion criteria for selection of work, is SCOPUS 

highly cited papers from 2000 to 2005.Study critically analyzed the 

papers under review. 

Findings: The work proposed a critical need for better collaboration 

among the previous work done and new studies in area of software 

metrics. Authors suggested a more systematic way of study is 

required. 

 

(Malhotra , 2011) [4] 

 

Objective: Studied the direction and intensity of work done in field 

of software fault prediction using object oriented metrics. Method: 

This study considered the journal and conference (ACM, IEEE, 

Springer) publications from 1998 to 2010 that are concerned with 

software fault prediction. The selection criteria were title, keywords 

and abstract of the relevant studies. 

Findings: Authors analysed that most of the work in literature is 

done using CK metric suite. CK metrics are heavily and mostly used 

by the software developers in software development industry. With 

the availability of PROMISE repository by NASA, use of the 

machine learning methods has been increased since 2000. Study 

suggests that there is a need for more readily and freely available 

data sets for researchers to work upon and bring better insights to the 

field. 

 

(Hall, 2012) [5] 

 

Objective: Objective of the study is to analyze prediction models 

proposed in literature. Major concern of the study is: evaluating the 

context with which the models were developed. Study also aims to 

find the effect of independent variables and most prominent 

modeling techniques from the literature studies selected. 

Method: Systematic literature review major fault prediction studies 

from January 2000 to December 2010.In total of 208 studies were 

studied. 

Findings: Study analyzed that most of the work in literature lack in 

providing the contextual information. The published work is unable 

to clearly present the model for real use and even it is difficult for 

researcher to analyze across the model. Study raised many questions 

to be answer like how to build effective prediction model, a large set 

of predictive studies are required to have better quality and cost 

effective industrial software systems. 

 

(Kumar, 2015) [6] 

 

Objective: Systematic review conducted to collect evidence on 

software fault prediction techniques. 

Method: Out of 577, only 15 papers (year 2002 to 2014) were 

selected by the study based on the selection criteria. The selection 

criteria are title abstract and keywords related to various software 

fault prediction methodology and techniques. The secondary 

selection criteria used is references and citations of these 

publications Findings: Findings of the study suggest that most of the 

literature work uses defect data set provided by promise repository 

of NASA. Most of the work done in literature predicts strong 

relation between various parameters of software metrics and fault 

prediction. Defect data set of CK metrics are major source of 

findings and model generation. 

 

(Radjenovic, 2013) [7] 

 

Objective: This study presents a systematic review on Software 

metrics their applicability in software fault Prediction. 

Method: Total of 106 papers was analyzed published between 1991 

and 2011. Inclusion criteria of the study are: it considered the 

empirical studies, both from academia and industry. It included 

those studies that empirically compared the software metrics for 

software fault prediction. 
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Findings: The major concern here was to classify the work across 

the metrics and context properties. Most of the studies under 

consideration properly used metrics to answer their Research 

Question. Studies lack in proper analysis and description of 

proposed models for software prediction using software metrics. 

Finding of the study suggest that literature under consideration were 

found to be weak in describing the outcomes properly. 

 

(Malhotra, 2015) [8] 

 

Objective: It is a comparative analysis of different machine learning 

techniques. Bayesian, Decision trees, Ensemble, Neural networks, 

Support vector machines, Rule based learning, Evolutionary 

algorithms are few ML techniques considered in the study. 

Method: This is a systematic review from 1991 to 2013, including 

139 studies. The work analyse 139 papers on the basis of Machine 

learning methods used and provide a comparative analysis of these 

methods. 

Findings: The work has critically analysed research questions 

considered for the study. Research findings include that predictive 

capabilities of various ML techniques, have not considered in 

literature. Authors also suggested that clear contextual information is 

required in work so that published work can be successfully repeated 

by the software community. 

 

(Juan Murillo-Morera, 2015) [9] 

 

Objective: the research objective of the work is to know about the 

frequency of journal and conference, type of metrics and machine 

learning techniques used in literature. 

Method: study identified a total of 89 literature studies from reputed 

sources and after study using inclusion criteria only 70 were actually 

studied here. 

Findings: The study provided a statistical data about the software 

metrics, models and techniques used in literature. 

Halstead, McCabe and LOC, software metrics and machine learning 

techniques are found dominant in literature studies. 

 

(R. S. Wahono, 2015) [10] 

 

Objective: the work identifies the major researcher in the field of 

software fault prediction. The findings of the work include type of 

data set used by the studies. And the major methods used in 

literature. 

Method: This is a systematic review using publication from year 

2000 to 2013. 

Findings: include statistical findings like 77 percentages of the 

studies use classification methods. Most of the studies work on 

public dataset. 

 

(Norman E. Fenton, 1991) [11] 

 

Objective: The paper identifies various approaches and metrics and 

their relation with defect and failures of the software. Study 

suggested a model for software fault prediction. 

Method: It is a study with critical analysis on publication from year 

1979 to 1996. 

Findings: Study recommends use of Bayesian network model. 

3. Research Methodology 

Authors included 11 studies (P1,P2,P3,P4,P5,P6,P7,P8,P9,P10,P11) 

[1-11], based on the inclusion criteria of the work : Title, keyword 

and no. of citations. The search is done majorly through Google 

search engine. Table 1 represents the list of all selected papers (P1-

P11) for the study along with their title and citations. The 

publication year of these selected papers (P1-P11) is from year 2009 

to 2014. A total of 578 published papers have been collected from 

reference list, of 11 selected papers (P1- P11). These papers are 

published between years 1990 to 2014.Literature study show that 

software quality predictions and software fault is not a new area of 

research. 
 

Table 1: List of primary papers along with title and citation index 

Paper ID Title Citations 

   

P1 [1] A systematic review of software 323 

 fault prediction studies.  

P2 [2] Review: Software fault 186 

 prediction: A literature review  

 and current trends.  

P3 [3] What’s up with software 177 

 metrics? – A preliminary  

 mapping study.  

P4 [4] Software Fault prediction for 7 

 Object Oriented Systems: A  

 Literature Review.  

P5 [5] A Systematic Literature Review 448 

 on Fault Prediction Performance  

 in Software Engineering.  

P6 [6] A Critical Analysis on Software 11 

 Fault Prediction Techniques.  

P7 [7] Software Fault Prediction 167 

 Metrics:A Systematic Literature  

 Review.  

P8 [8] A systematic review of machine 66 

 learning techniques for software  

 fault prediction.  

P9 [9] Software Fault Prediction: A 1 

 Systematic mapping study.  

P10 [10] A Systematic Literature Review 22 

 of Software Defect Prediction:  

 Research Trends, Datasets,  

 Methods and Frameworks.  

P11 [11] A Critique of Software Defect 1070 

 Prediction Models.  

Figure 1 represents bar graph representation of year wise 

publications considered in the reference list (total of 578 

publications) of 11 selected papers. The publication data of 578 

papers is then arranged in sorted order of year of publication. A total 

combination of 112 secondary studies out of 578 studies is identified 

as common studies of 11 selected papers [1-112]. These selected 112 

publications are the secondary references of the current work shown 

in Fig 1. the methods/ model used and kind of metrics used in the 

literature. All most all of the 11 systematic reviews considered here 

are published in recent years from 2009 to 2015. P11 is only paper 

that published in year 1999 with highest citation as 1070 (Table 1). 

Figure 1 represents the year wise 112 publication considered as 

secondary study. It is visible from curve that number of publication 

increased from 2004. Curve show highest publication in year 2007. 

Many studies conclude that software fault prediction studies 

exponentially increased after 2005 as NASA provided open access 

to its data set. Figure 2 represents curve for common publication 

from 112 secondary references. Curve represents an increase in 

common studies starting 2002. This implies that after 2002 many 

publications were available. These quality work were considered by 

most of the systematic reviews considered in current study. 
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Fig. 1: Bar representation of year wise publication of 112 secondary papers. 

4. Result Discussion 

 
Fig. 2: Represents Curve for common publication in 11 systematic reviews 
selected for the study 

 
Table 2: Table to represent the context of paper under study 

# Context Paper ID 

   

1 Journal/Papers P1,P3,P9,P10 

2 Datasets P1,P4,P7,P10,P11 

3 Methods/Modeling P1,P2,P4,P5,P6,P9,P10,P 

  11 

4 Kind of metrics P1,P3,P4,P5,P6,P7,P9,P1 

  1 

5 Cost and quality P6 

4.1 Major Findings 

After thorough analysis of 11 systematic reviews for software fault 

prediction, it has been analyzed that major context of these studies 

are to find: journal/Papers in the area of software fault prediction 

journal, type of datasets used for fault prediction, methods/modeling 

techniques used for fault prediction, dominant software metrics that 

are used for fault prediction. Few more contexts on which various 

other studies conducted includes: feature reduction, fault 

distribution, performance measures, and frameworks for software 

fault prediction. Table 2 presents the five main contexts on which 

majority of the systematic reviews under study focus. It is clear from 

the Table 2 that majority of the papers like : 

P1,P2,P3,P4,P5,P6P7,P9,P10,P11 has done their study across On the 

basis of the findings and suggestion provided by 11 systematic 

reviews (Table 3) for software fault predations under selected 

studies, we listed few major findings these are: Use of the public 

data set has been in use since 2005.Most of the studies related to 

Software fault prediction or software metrics use Machine learning 

techniques for various analysis. Most of the studies use method level 

metrics for software related prediction.Many of the studies in field 

of software fault prediction and software metrics are unable to 

clearly specify there context. Findings of many systematics reviews 

conclude that publication in area of software fault predictions mostly 

Summarize ML techniques, asses performance accuracy and 

capabilities of Machine learning techniques and provide comparative 

studies for Software Fault Prediction models. In table 3, as most of 

the studies use defect data set provided by NASA, PROMISE 

repository, so it shows more public datasets is required for better 

results in this direction. Most Used Methods in Software Defect 

Prediction are Logistic Regression (LR), Naïve Bayes (NB), K-

Nearest Neighbour (k-NN), Neural Network (NN), Decision Tree 

(DT), Support Vector Machine (SVM), Random Forest (RF) 

 
Table 3: Represents Research questions, findings and suggestion mentioned 

in Paper P1-P11 

Papers 

Research 

Findings Suggestions 

questions    

    

P1 8 Public dataset, method Yes, public data 

  level metrics sets, 

P2 1 Public dataset, method Yes, practical SFP 

  level metrics  

P3 2 Need of collaborative No 

  approach  

P4 1 CK metrics dominant No 

P5 3 Lack of contextual Lack in current 

  information knowledge 

P6 4 Correlation between No 

  metrics and fault  

P7 3 Lack of proper No 

  analysis  

P8 6 Predictive capabilities Contextual 

  of ML information 

   required 

P9 6 Strength and weakness No 

  of ML  

P10 9 Active researcher, No 

  number of  

  

publication, research 

focus  

P11 1 Bayesian Network No 

5. Conclusion and Future Scope 

The aim of the study was to analyze the systematic reviews done in 

literature for software fault prediction. With the selection criteria of 

Title ―Systematic review on software fault prediction‖, key words 

used as software fault prediction, software metrics, and number of 

citations authors selected 11 systematic review studies for software 

fault prediction from year 2009 to 2015.From these 11 systematic 

review authors collected 587 secondary studies. Out of these 

secondary study’s authors selected 112 studies which are commonly 

used by selected 11 systematic reviews Most of the published work 

is from the year 2005 onwards. The probable reason for such an 

increase in number of publication related to software fault prediction 

is due to availability of defect data sets by NASA. Most of the 

studies use available data set from NASA repository. Various studies 

present a predictive model using machine learning techniques, 

regression or statistical analysis. Large number of papers presents 

comparative study of classification accuracy using different 

classifiers. Most of the work published in literature, were not very 

clear in presenting their prediction model. There is a huge gap 

between the industry requirement and the research being done by the 
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academic researchers in field of Software fault prediction. A better 

collaboration between industry academia is required. There is critical 

requirement of systematic and collaborative work to be done by 

researcher of the area. Software industry should provide freer data 

set for better work. 
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