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Abstract 
 

The use of electronic nose (e-nose) devices plus principal component analysis can help the process of categorizing the 16 different rice into 

its type. Generally, the physical feature of an e-nose own more than one hole to capture the odour of rice. For example, the portable e-nose 

so-called Insniff does have 10 holes (or variables). In this situations, we will have a dataset that consist high-dimension dataset where lead 

to the presence of interdependencies between all variables under study. Therefore, this study is presented to investigate the odour of rice 

for identifying the most important variables contributing to the rice odour readings. The principal component analysis (PCA) is imple-

mented to determine the component that best represent the all 10 variables in order to eliminate the interdependency problem, and (2) to 

identify which variable is considered as important and influential to the newly-formed principle component (PC). The results from PCA 

suggested that the first two principle components is chosen. It is based on three assessments which are Kaiser’s criterion larger than 1, 

cumulative proportion of total variance, and scree plot. These two principle components explained 89% of total variance. Results showed 

that sensor 1 (0.931) and sensor 2 (0.966) are the two important variables that highly contribute to PC1. On the other hand, for PC2, the 

highest contribution is from sensor 8 (0.828). This study demonstrate that PCA is effective for investigating rice odour readings. 
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1. Introduction 

A dataset of odour of rice was collected using an electronic nose (e-

nose). The physical feature of an e-nose that own more than one 

hole to capture the odour, give a high-dimension of set of data. For 

example, Insniff does have 10 holes to capture the odour of rice. 

Thus, the collected rice odour’s readings will eventually give a data 

set of 𝑛-obervations x 10 holes (variables). In this study, a sample 

of 4767 rice from 16 types of rice that were captured by 10 sensors 

of an Insniff, produce a set of data with a dimension of 4767 x 10. 

Therefore, this is truly a high-dimensional data set where dimension 

that was built from a several readings of odours is considered large.  

A problem in handling high-dimensional dataset because there is 

always unclear pattern and not easily interpretable (1). The issue of 

interdependency is exist between variables in such dataset Clarke, 

Ressom (2) and Fan and Lv (3). All statistical procedure does not 

only generating the intended results but also stress on the accuracy 

interpretability and simplicity of the developed model (3). In devel-

oping predictive model or classification model, identifying the pat-

tern of data is important to avoid either over fitted model or mis-

classified model (3, 4) 

One of multivariate statistical methods that can help us to identify 

the pattern in data is Principal Component Analysis (PCA)(5). PCA 

is a superior tool for analyzing data of high dimension. Once we 

found the pattern in the data, PCA able to reduce the dimension 

without loss of information. By using PCA, a recommendable num-

ber of interpretable components are proposed to replace the original 

sets of variables. PCA guarantee that there is no correlation between 

each newly-formed components and also no original variables were 

left out from the analysis. 

In this paper we present the investigation results on rice odours’ 

using principal component analysis. The analysis was performed to 

achieve two main objectives which are (1) to determine the best 

number of component that represent 10 holes in order to eliminate 

the interdependency problem, and (2) to identify which variable is 

considered as important and influential to the newly-formed princi-

pal component (PC). The outline the remainder of this paper is as 

follows. In section 2, we reviewed on PCA in details. In section 3, 

an empirical results based on e-nose data set is discussed. Finally, 

the conclusion is presented in section 4. 

1.1. Review on Principal Component Analysis (PCA) 

The Principal component analysis (PCA) can provide on the most 

meaningful parameters that aid data set interpretation, data reduc-

tions, and summarize the statistical correlation among constituents 

in the water with minimal loss of original information(6, 7). The 

first principal component loading represents most of the variance in 

the observed variables, while each subsequence component ex-

plains progressively less variance. PCA is used for understanding 

the characteristics of water quality in many fields and it has pro-

vided important information for environment (8, 9) 

In the topic of high dimensional dataset or multivariable of dataset, 

there is always the discussion of PCA as a dimension reduction 

technique (5, 10, 11). The need of restructuring the original dataset 

are mass, huge, multidimensional, and sometimes with irrelevant 

measures existed. Reducing the large dimension to smaller, but still 

carrying the amount of information as much as the original 
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variables plus all the noises are taken care off very well is consid-

ered as an important phase before the higher statistical analysis is 

performed (10). 

The important of performing dimension reduction process was 

highlighted by (4) in their study.  

The purpose of PCA is to discover a new set of variables, 𝑍1 , 𝑍2 , ..., 

𝑍𝑝 in a form of a linear combination of all variables which is 𝑍 =

𝑎𝑇𝑋. The first principal component, 𝑍1 is the linear combination of 

the original features which mathematically written as 𝑍1 = 𝑎1𝑋1 +
𝑎2𝑋2 + ⋯ + 𝑎𝑝𝑋𝑝 accumulate as the largest as possible of variance 

of 𝑝 variables subject to 𝑎1 + 𝑎2 + ⋯ + 𝑎𝑝 = 1. Then, the second 

principal component, 𝑍2  is selected to have the second largest pos-

sible variance. The remaining principal component is defined simi-

larly. 

Statistically, the decision on coefficients values 𝑎 is subjected to its 

mathematical formulation. Thus, the obtained principal compo-

nents are in decreasing order of variance 𝑣𝑎𝑟(𝑍1) ≥ 𝑣𝑎𝑟(𝑍2) ≥, ..., 

≥ 𝑣𝑎𝑟(𝑍𝑝). It is equivalent to 1 ≥  2 ≥ ⋯ ≥ 𝑝 . In practice, 

only the first 𝑘 numbers of principal components account for most 

of the variability of the original data, thus keeping all the 𝑝 princi-

pal components sound impractical. This mean, only the first 𝑘 prin-

cipal components will be used in further analysis while the 𝑝 − 𝑘 

principal components will be ignored. A number of procedures to 

determine 𝑘 have been suggested. Among the most common proce-

dures are discussed in section 3. 

2. Methodology/Materials 

PCA was performed using rice odour gathered by e-nose. E-nose is 

a non-destructive intelligent electronic sensing instrument, which 

mimics the human olfactory system to detect, discriminate, and 

classify odour samples (11). From literature, there are various fac-

tors that influence the rice quality of rice such as cultivated location, 

climatic conditions, genetics, and post-harvest activities (12). The 

quality characteristic is evaluated based on the physical form such 

as size, shape, and cleanliness (13). 

In this analysis, PCA developed ten series of principle components 

(𝑍), and that are actually sets of linear combinations of all 10 hole 

sensors. The extraction process was done based on the standardized 

or correlation matrix of the sensors. The root characteristics ex-

tracted were eigenvalues, , and sets of eigenvectors, 𝑎𝑖 . The 𝑎𝑖 .  

then were used to write the equation of the linear combination 

formed as PC.  

For the dataset used in this paper, the ten PC are expressed as fol-

lows. 

𝑍1 = 𝑎1,1𝑆𝐸𝑁𝑆𝑂𝑅1 + 𝑎2,1𝑆𝐸𝑁𝑆𝑂𝑅2 + ⋯ + 𝑎10,1𝑆𝐸𝑁𝑆𝑂𝑅10 

𝑍2 = 𝑎1,2𝑆𝐸𝑁𝑆𝑂𝑅1 + 𝑎2,2𝑆𝐸𝑁𝑆𝑂𝑅2 + ⋯ + 𝑎10,2𝑆𝐸𝑁𝑆𝑂𝑅10 

. 𝑍10 = 𝑎1,10𝑆𝐸𝑁𝑆𝑂𝑅1 + 𝑎2,10𝑆𝐸𝑁𝑆𝑂𝑅2 + ⋯ + 𝑎10,10𝑆𝐸𝑁𝑆𝑂𝑅10 

Solving the expression produced sets of PC’s scores organized 𝑍1, 

𝑍2 , ..., 𝑍10 and will then be used by the researcher for future use 

such as for classification model development. 

Later, further assessments were performed to confirm on the final 

number of principle component, 𝑘 that best placing the original set 

10 sensors. The three common and straight forward tools used for 

determining the number of component that sufficient to replace the 

original sensors are Scree plot, Kaiser criterion and cumulative per-

centage of total variance explained (5). The summary of assess-

ments is shown in Table 1. 

 
Table 1: Assessment tools for determining the number of PC. 

Name Rule 

Scree plot 
Consider the number of component before the 

first bend from the plot. 

Kaiser Criterion Look for eigenvalues 𝜆 > 1 

Cumulative percent-
age of 

total variance ex-

plained 

Number of components that exceed 70% of 

variance explained would be satisfy 

In assessing the most important and influential variable to a com-

ponent, correlation values were considered to give that  useful 

information. The highest correlation between variable and compo-

nent will be indicated as the most important  and influential 

among all other variables (5).  

3. Results and findings 

In this section, we present the results of statistical analysis. The pro-

cedure on how to determine the number of principal component is 

shown in details, and followed by the discussion. 

3.1. Number of component to retain 

Based on the scree plot in Figure 1, it is clear to visualize that the 

first bend occur at the third component. Therefore, it recommended 

to retain two components. Next, the inspection using Kaiser crite-

rion in Table 2, also recommended that two components to be re-

tained.  

 
Fig. 1: Scree plot 

 

The eigenvalues produced by 𝑍1  and 𝑍2  are 5.618 and 3.286, re-

spectively. Both are greater than the cut off value (equal to 1). 

Meanwhile, the eigenvalues for the other 8 components are ob-

served to have value less than 1. 

 
Table 2:  Eigenvalues and total variance explained 

Com-

po-

nent 

Ei-

gen-

val-

ues 

Proportion of 

total variance 

(%) 

Cumulative percentage of 

total variance explained (%) 

Z1 5.618 56.185 56.185 

Z2 3.286 32.864 89.048 

Z3 .502 5.021 94.069 

Z4 .438 4.378 98.447 

Z5 .105 1.052 99.499 

Z6 .027 .271 99.771 

Z7 .011 .114 99.884 

Z8 .006 .055 99.939 

Z9 .004 .044 99.984 

Z10 .002 .016 100.000 

The principle component analysis for the rice odour’s readings is 

shown in Table 2. It includes, total initial eigenvalues for each com-

ponent, proportion of variance and cumulative percentage of total 

variance explained by each component. The results show 10 com-

ponents is analyzed, two out of 10 have the eigenvalue greater than 

1 where explained 89.048% of the total variances. From the result, 

𝑍1 has a total of 56.2% of total variance explained, and with 𝑍2 in 

the system, it adding the total percentage of the variance explained 

turn into 89.1%. Based on the cut-off point 70%, it can concluded 

that, two (2) components are enough to be retained in the system. 

3.2. Important and the most influential sensor 

Further assessment on the two components retained, is to investi-

gate the most important sensor among all sensors. According to the 

value of correlation (factor loading) in Table 3, Sensor 1 and Sensor 

2 have a contribution of more than 90% to 𝑍1. But then, Sensor 2 

(96.6%) is slightly higher than the contribution made by Sensor 1 

(93.1%). For Z2 (in Table 3), it is obvious to conclude that, only one 
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sensor that contribute to the highest among all sensors, which is 

Sensor 8 with 82.8%. All other sensors’ contribution are below 

 
Table 3: Correlation of each sensors for each component 

Component 𝒁𝟏 𝒁𝟐 

SENSOR1 .931 .188 

SENSOR2 .966 .133 

SENSOR3 .687 .670 

SENSOR4 .764 .600 

SENSOR5 .514 .628 

SENSOR6 -.730 .663 

SENSOR7 -.636 .752 

SENSOR8 .137 .828 

SENSOR9 .903 -.299 

SENSOR10 -.854 .501 

4. Conclusion 

In this paper, the researcher highlighted the application of PCA onto 

one set of high-dimensional data where PCA is used a method to 

overcoming the issue of interdependency. The presented results 

showed, how PCA works to cater the problem.  

For the dataset used in this study, originally there are 10 sensors 

that were used to capture the odour of rice sample. The direct uses 

of all the odours’ readings from all 10 sensors are in the develop-

ment of classification model to classify the rice into its type. How-

ever, after PCA was performed, only two (2) components are sug-

gested to be used for the model development. In the process of 

building up the component, PCA did not left out any original vari-

ables because, it is believe that such sensor brings much infor-

mation about the subject under studied.  

In conclusion, PCA as a dimension reduction technique suggest 

fewer number of component that developed through a linear com-

bination of the original set of variables, instead of using the original 

set of variables that were found to be having interdependency prob-

lem between the original variables in the set. 
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