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Abstract 

 

Classification of videos based on its content is one of the challenging and significant research problems. In this paper, a simple and 

efficient model is proposed for classification of sports videos using deep learned convolution neural networks. In the proposed research, 

the gray scale variants of image frames are employed for classification process through convolution technique at varied levels of 

abstraction by adapting it through a sequence of hidden layers. The image frames considered for classification are obtained after the 

duplicate frame elimination and each frame is further rescaled to dimension 120x240. The sports videos categories used for 

experimentation include badminton, football, cricket and tennis which are downloaded from various sources of google and YouTube. 

The classification in the proposed method is performed with Deep Convolution Neural Networks (DCNN) with around 20 filters each of 

size 5x5 with around stride length of2 and its outcomes are compared with Local Binary Patterns (LBP), Bag of Words Features (BWF) 

technique. The SURF features are extracted from the BWF technique and further 80% of strongest feature points are employed for 

clustering the image frames using K-Means clustering technique with an average accuracy achieved of about 87% in classification. The 

LBF technique had produced an average accuracy of 73% in differentiating one image frame to other whereas the DCNN had shown a 

promising outcome with accuracy of about 91% in case of 40% training and 60% test datasets, 99% accuracy in case of 60% training an 

40% test datasets. The results depict that the proposed method outperforms the image processing-based techniques LBP and BWF. 
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1. Introduction 

Simple classification tasks like visual recognition of objects can 

be achieved aptly with good efficiency through Machine Learning 

(ML) techniques. However, the implication of massive 

computational complexities onlarge scale image classification 

tasks had led to the motivation of using Deep Learning Systems 

(DLS) [18]. These systems are dominant in its usage due to its 

high efficiency and robustness in prediction of outcomes. ML 

based techniques consider the feature extraction and classification 

as two isolated protocols and usually limited by small scale data 

set classifications [19]. DLS are more powerful tools with 

capability of processing datasets in the volumes of millions and 

therefore enabling the machines to perform large scale image 

classification tasks. 

In order to learn variety of object categories ranging interms of 

1000’s or even higher from millions of images, one needs a 

specialized image processing system with large scale learning 

capabilities [1]. DLS inheriting Convolutional Neural Network 

(CNN) architecture is one of such efficient model inhibiting 

learning at varying levels of abstraction on the same image. The 

CNN outperforms ML techniques is the process of visual 

recognition of image contents or classification of images at large 

scale [2]. CNN architectures originally investigated and proposed 

byKrizhevsky et al 2012 [1]; Zeiler and Fergus in 2013 [4]; 

Sermanet et al in 2013 [5] had provided significant improvement 

in accuracy and performance of many large-scale classification 

and recognitiontasks which are remained as irresolvable research 

challenges in the field of computer vision. 

In the proposed investigation, CNN is applied on the classification 

of sports videos of multiple categories. The number of image 

frames generated from videos of longer durations is quite high 

even after elimination of duplicate frames from the sliced videos. 

This result in a large volume of image frames (distinct) generated 

from various sports video collections are considered here as 

sources for classification of video types. Hence, the problem of 

video classification turns out to be a large-scale image 

classification problem [6, 7, 8]. In this research, we focus on the 

problem of sports video classificationfrom a collection including 

various other sports video types which will be usually obtained 

after first round of user feedback cycle in the information retrieval 

process. The objective of this investigation is to mainly improvise 

the accuracy in retrieval of sports videos of particular type as 

specified and expected by user, rather than mixing up of various 

other sports video categories. 

Until recently, many works are proposed in the area of image 

classification using deep Convolutional networks with varied 

architecture type, however the challenging aspect of proposed 

research lies classification sports videos in the local context rather 

globally which including various other image categories. For 

example, the classification two similar sports videos like Tennis 

and Badminton (local context) is challenging rather than 

entertainment and sports (global context). Some of the works 

reported in the literature include., large video classification using 

Convolutional neural networks performed on over 1 million 

videos including 487 classes by Karpathy et al [6], a supervised 

rule based classification approach is proposed by Zhou et al [9] by 

utilizing visual and motional characteristic descriptors in the 

visual contents of videos, Brezale et al  had reviewed the literature 

of various automatic video classification techniques including 

supervised and unsupervised clustering strategies, Huang et al [10] 

had made an attempt on classification of video and audio data 

using hidden markov models by extracting the multi modal 
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features which has shown a significant improvement in prediction 

of video content type. An investigation is carried out by Lin et al 

[11] for classification of news videos by using the floating text in 

video frames as well as the visual contents by using support vector 

machine classifier that had reflected a significant impact on 

improvement of precision and recall rates. A spatial temporal 

super feature vector is used for classification of video types into 

news, cartoon, sports, commercial and music using probabilistic 

modeling and principal component analysis which has shown an 

overall improvement in performance of system [12]. Face and text 

trajectories are employed by Dimitrova et al [13] for classification 

of video clips by using hidden markov models for classifying 

videos into commercial, news, sitcom and soap and achieved an 

accuracy of about 80%. Yang et al [14] had proposed an approach 

for classification of videos using bag of visual words features 

based on the key points extracted from salient image patterns, 

Zhao et al [15] had proposed a method for analysis of video 

contents using the features of local binary patterns and claimed 

that LBP features are efficient in recognition of changes incurred 

due to dynamic textures in videos.Lippmann et al [16] had 

examined the applicability of variety of neural network classifiers 

towards video type detection including probabilistic classifiers, 

kernel and exemplar classifiers etc.Geoffrey et al [17] had 

analyzed the applicability of the deep belief networks towards the 

classification of digits. 

It is clear from the literature that, most of the video classification 

tasks are handled through the use of supervised and unsupervised 

classification techniques. Despite the limitations of computational, 

performance considerations and constraints on datasets limits, the 

use of ML techniques had provided the appreciable results. 

However, the use of deep learning networks for classification of 

videos had accelerated the performance of the video classification 

systems by extending the capability of specialized systems to 

handle millions of datasets through the additional computational 

power of Graphics Processing Unit(GPU). Hence, an attempt is 

made in the proposed investigation to analyze the performance of 

system towards classification of only sports videos. The rest of the 

paper is organized as follows, section 2 describes the proposed 

methodology, the analysis of methods applied is discussed with 

experimental evidences in section 3 and finally section 4 

concludes the proposed work. 

2. Proposed technique 

The methodology applied to classify the videos include, 

convolutional neural networks and bag of words which as 

discussed subsequently. 

Convolution neural network 

The computational complexities involved in interpretation and 

recognition of visual contents of video frames reinforces the 

problem of video classification for further investigations. In the 

proposed methodology, the classification of sports videos is 

performed using the deep Convolutional neural networks. Figure 1 

depicts the overall flow of video type classification using the 

Convolutional neural networks. 

 
Figure 1: CNN architecture for sports video classification 

 

The overall architecture of CNN includes Image input layer, 

convolution layer which employs 20 filters of size 5 x 5 to create 

the subsequent higher-level abstraction features of the image. 

Further, RELU layer acts like rectifier activation function which 

adds non-linearity to the network and it does not show any impact 

on the spatial dimensions changes in the image and also it helps in 

speeding up the training process. The output of the RELU layer is 

acquired to the max pooling layer which performs down sampling, 

thereby reducing the dimensionality of the input image 

representation. A max filter is convolved over the non-overlapping 

sub regions of the initial image to obtain the abstract 

representation of input image as depicted in figure 2. As a result of 

which number of learning parameters are reduced leading to low 

computational costs. 

 
Figure 2: Max pooling from size of 4 x 4 to 2 x 2 

Mapping from internal representation to generalized 

representation 

Max pooling layer provides the generalized representation of the 

internal image representation which is invariant to various 

geometric transformations through a series of stacked hidden 

layers. In the proposed architecture, the pool size of the max 

pooling layer is chosen as width of ‘2’ and height of ‘2’ with a 

stride length of ‘2’. The size of the output szOP  produced by 

pooling layer with input of size szIP is given by (1). 

( 2 * )
1sz sz sz

sz

len

IP P Pad
OP

Str

 
           (1) 

Where pool size is indicated by szP , padding size is represented 

by szPad  and lenStr  is the stride length used in max pooling 

layer. 
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Higher level abstraction of the features is achieved by assuming 

the input volumes as the output obtained max pooling layer 

preceding it and outputs an N dimensional vector where N is the 

number of classes into which the inputs are classified based on the 

probabilities returned to each class. The outputs from max pooling 

layer are directed to fully connected layers which connects each 

neuron in one layer to every other neuron in the other layer 

leading to formation of a multi-layer perceptron neural network. 

Output size is specified through the fully connected layer, in the 

sports video classification system as a total of 4 classes. 

The output is ((120-5 + 2x0) / 1) +1 = 116 for one direction in the 

convolutional layer (feature mapping). The max pool in the 

proposed architecture has areas that do not overlap, it is down-

sampled by 2 in each direction, i.e.,116/2 = 58. For one channel of 

the convolutional layer, the output of the max pool layer is 58 × 

58 = 3364. The convolutional layer has 20 channels, so the output 

of the max pool layer is 3364x20 = 67280, which is the size of the 

fully connected layer input. The fully-connected layer returns a 4 

cross-67280 matrix with a values from the Gaussian distribution 

with mean 0 and standard deviation 1 in the proposed architecture 

Bag of features 

The methodology for extraction of bag of features is depicted in 

figure 3. Initially, the process begins by identification of strong 

feature point locations in the input image I is accomplished using 

SURF which is popularly known as Speeded Up Robust Features. 

The process of identifying strong feature point locations involves 

feature extraction, feature description and feature matching.  

 
Figure 3: Classification using bag of Features 

 

SURF is a scale-invariant feature descriptor for object recognition 

and image classification. SURF can be seen as the difference 

between Gaussian and automatic size selection. First, construct a 

scale space where the input images are filtered in different 

proportions. The scale space can be assumed to be a pyramid in 

which two consecutive images are related by a scale change and 

the scales are then grouped by octaves, i.e., a large change in the 

size of a Gaussian filter. The calculations done by the Gaussian 

filter are replaced by fast approximations. 

3. Experimental analysis 

The objective of video classification is to assign input patterns of 

the image frames to one of the four classes. The input image 

frames extracted from the videos of multiple sport categories is 

comprised a total of 500 frames of each category leading to a total 

of 500 x 4 frames. The outcomes of our experimentations are 

discussed as follows. Figure 4 shows few instances of image 

frames employed for classification. 

 
Figure 4: Instances of image frames used for classification 

Convolution neural network 

The classification of videos using convolutional neural networks 

is accomplished in training and testing phases. The total number 

of image frames includes a total of 2000 frames in which the 

experimentation is carried out by analyzing the training and 

testing datasets in various ratios. Initially the classification is 

carried out by dividing the entire datasets into 60% and 40% for 

training and testing. Further, it is tested by considering both 

training and testing in equal proportions. Figure 5 represents the 

outcomes of the experimentation using CNN for total number of 

epochs equal to 15, number of iterations as 90 and simulation on 

single CPU. 

 
Figure 5: Performance metrics of experimentation using CNN 

Bag of features 

The training set is assumed to be around 80% for classification of 

videos using Bag of Features. For the reduced training samples 

still, the performance of SURF in terms of total elapsed time and 

accuracy is very poor. Figure 6, figure 7, figure 8 depicts the 

outcomes obtained with Bag of features technique. 

 
Figure 6: Creation of bag of features using SURF 
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Figure 7: Identification of cluster centers - K-Means clustering 

 

 
Figure 8: Training of sport data-Bag of features 

 

  
Figure 9: Confusion matrix of classified image frames- Bag of Features 

 

An average of about 87% is achieved with Bag of Features 

technique for classification of sports videos. 

4. Conclusion 

Performance of the convolutional neural networks and Bag of 

Features is analyzed in the proposed method for classification of 

sports videos. It is evident; the performance of convolutional 

neural network is appreciable compared to Bag of Features 

technique. The experimentation is performed on a single CPU and 

accuracy of about 92% is achieved with CNN for equal rate of 

training and testing data samples.    
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