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Abstract 
 

This paper presents a technique for isolated word recognition from speech signal using Spectrum Analysis and Linear Predictive Coding 

(LPC). In the present study, only those words have been analyzed which are commonly used during a telephonic conversations by crimi-

nals. Since each word is characterized by unique frequency spectrum signature, thus, spectrum analysis of a speech signal has been done 

using certain statistical parameters. These parameters help in recognizing a particular word from a speech signal, as there is a unique 

value of a feature for each word, which helps in distinguishing one word from the other. Second method used is based on LPC coeffi-

cients. Analysis of features extracted using LPC coefficients help in identification of a specific word from the input speech signal. Finally, 

a combination of best features from these two methods has been used and a hybrid technique is proposed. An accuracy of 94% has been 

achieved for sample size of 400 speech words. 
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1. Introduction 

In today’s era of information technology, mobile communication 

is the fastest growing field and most popular medium of commu-

nication. It serves the humanity not only in formal interaction, but 

also to help business community, natural disaster victims, people 

in remote areas and other such emergency conditions. However, 

the same media is also being misused for enemies of the society 

like terrorists and rioters. These anti-social people use some typi-

cal words or phrases during their communication on mobile 

phones. If these interactions can intercept timely, then lot of lives 

can be saved from those anti social elements. Online monitoring 

of millions of calls is a huge task and very costly. However, if 

some selected calls (interaction over phone) , which includes some 

typical keywords like ‘bomb’, ‘kill’, ‘attack’, ‘target’ etc. can be 

identified and monitored for further investigation, then criminals 

can be intercepted. In this paper, a hybrid technique is proposed, 

which is able to recognize pre-determined isolated words from 

speech signals. 

Every person has a different voice and different intonation. How-

ever, in case of similar pronouncing words, the automated word 

recognition system may produce errors. The intonation between 

the letters that form the word “KILL” differ from the ones and that 

form the word “FILL” (similarlyBUT and SHUT). Therefore, 

digital signal processing and analysis could reveal some features, 

which can be used to detect such words from a speech signal. As 

per the US department of homeland security, the list of suspicious 

words includes words such as 'attack', 'kill', 'terrorism' and 'dirty 

bomb' alongside dozens of seemingly innocent words like 'pork', 

'cloud', 'team' and 'box' [1]. In the present study, speech signals of 

different 400 words have been collected from each young volun-

teer (age 19-21 years). All the 20 volunteers were of north Indian 

English accent. In total 400 words were collected in the form of 

digital speech signal using a SONY sound recorder with no back-

ground noise. By considering similar words (e.g. Fill and Kill) and 

analyzing them, we got some parameters that are unique for a 

particular word to identify. J.L. Plaza et al. found maximum fre-

quency which recognized the vowel for speech impaired peoples 

[2]. A.K. Paul et al. presented time domain analysis for energy and 

zero crossing rate (ZCR), cepstral analysis for fundamental fre-

quency,Linear Predictive coding (LPC) for formants and also 

synthesized it using MATLAB [3]. Nica et al. designed Bangla 

speech recognition system using LPC and Artificial Neural Net-

work [4]. Ning used inverse of spectral features called cepstral for 

word recognition [5]. Murakami et al. estimated fundamental fre-

quency from noise spectrum [6]. Daqrouq et al. achieved Speaker 

identification using power spectrum density [7]. Z. Weng et al. 

obtained Mel-frequency cepstral coefficients using Gaussian mix-

ture density [8]. In most of the existing methods [9-10] to recog-

nize an isolated word, frequency based analysis has been used. 

However, none of the researcher tried a hybrid technique. In the 

present research, a method is proposed by considering most dis-

criminating features from Spectrum analysis and LPC analysis. 

2. Methodology 

Computer based decision making is the need of the hour in online 

monitoring systems, because it should be fast enough al time to 

analyze and take the decision in real time conditions. In this study, 

high quality speech signal has been recorded in ‘wav’ format and 

the same is captured in MATLAB for feature extraction. As 

shown in figure 1, two approaches Spectrum analysis and LPC 

analysis have been used to extract the features.  
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Fig. 1: The Block Diagram of Proposed Methodology 

 

Linear discriminant analysis (LDA) has been used to compare the 

values of the most discriminating features. The threshold value has 

been achieved from the training set of 50% samples. Based on the 

training result threshold values of selected features have been 

passed to the LDA classifier. In the testing phase the remaining 

50% speech signals have been evaluated to classify the word as 

‘suspicious’ or ‘normal’. In the end, the name of speech signal file 

is highlighted, which contains any suspicious word. 

2.1. Spectrum analysis 

The speech signals were analyzed using digital signal processing 

techniques. To convert our samples to a series of data that could 

be analyzed the sound samples were recorded in an archive with 

“.wav” extension, and was retrieved using “wavread” instruction, 

in MATLAB. Fast Fourier Transform (FFT) of the signal was 

obtained and its absolute value was plotted as shown in figures 

2a.The spectrum analysis has been done as shown in figure 2b and 

the significant parameters are represented in the Table 1. 

 

 
Fig. 2: A)Signal of the Word. 

 

 
Fig. 2: B)Spectrum of Signal. 

 

 
Fig. 3:Time–Frequency Domain Spectrum. 

 
Table 1:Features Selected from Spectrum Analysis 

S. No. Feature 

1 Maximum peak (MAX) 

2 Minimum peak (MIN) 
3 Slope of maximum peak (SLOP) 

4 Width of maximum slope peak (WIDTH) 

5 Root Mean Square Value (RMS) 
6 Mean (MEAN) 

7 Median (MEDIAN) 

8 Standard Deviation (STD) 
9 Total Harmonic Distortion (THD) 

10 Inter Modulation Distortion (IMD) 

11 Signal to Noise Ratio (SNR) 
12 Peak Frequency (PFR) 

13 Peak Amplitude (PAM) 

14 Total Power (TP) 

2.2. LPC analysis 

Speech signals were recorded using an audio wave recorder in a 

room environment. The silence and pause portions were removed 

from the speech signal. The resulting signal was then filtered for 

the removal of unwanted background noise. The filtered signal 

was then windowed followed by LPC coefficient calculation. The 

feature extractor was based on a standard LPC Cepstrum coder, 

which converts the incoming speech signal into LPC Cepstrum 

coefficients [2]. The features extracted from LPC analysis are 

listed in Table 2. After the above mentioned steps, a new spectrum 

has been plotted in MATLAB, this is a simultaneous Time and 

Frequency domain spectrum of a signal and is shown in figure 3.  

 
Table 2:Features Selected from LPC Analysis 

S. No. Feature 

1 Maximum peak of LPC spectrum (MxP) 

2 Minimum peak of LPC spectrum (MnP) 

3 LPC1 
4 LPC2 

5 LPC 3 

2.3. Fisher’s linear discriminant analysis (LDA) 

Fisher’s LDA technique is very useful where there is two-class 

analysis. This technique is based on the statistical values of a fea-

ture. 

 

LDA Score  =  |
𝜇1−𝜇2

√(𝜎1
2+ 𝜎2

2)
|              

 

Here𝜇1, 𝜇2 are the mean of same feature for two similar words 

(like Fill and Kill),𝜎1, 𝜎2are the standard deviation of same fea-

tures of two similar words. This technique has been used to select 

most discriminating features from the available feature set which 

can be further used to differentiate among two classes. The feature 

which has higher value of LDA score, that feature has better abil-

ity to differentiate between two classes. 
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3. Results and discussion 

Database of 400 sample words recorded by 20 volunteers, have 

been split into two equal parts. 50% of the data (400 samples by 

10 random volunteers) has been used as training data to evaluate 

the most discriminating features and to formulate their ranges for 

threshold and further classification. The remaining 50% dataset 

has been used for testing the proposed method. Table 4 represents 

the features from spectrum analysis for the word ‘Kill’, and “Fill’. 

The word ‘Fill’ has been analyzed along with ‘Kill’ to select the 

most appropriate features for detecting the isolated word ‘Kill’. In 

the same way, all the 400 sample words have been analyzed with 

respect to a similar sounding word. Table 4 shows the mean values 

with standard deviation for all the features for the given word. 

These values later used for calculation of LDA score. 

 
Table 4:Mean and Std. Deviation of All the Features of the Word ‘KILL’ 

and ‘FILL’ 

 For the word ‘Kill’ For the word ‘Fill’ 

Feature Mean (μ1) Standard deviation ± (σ1) 
Mean 

(μ1) 

Standard 
deviation 

± (σ1) 

MEAN 4.51 0.19 4.53 0.63 
MEDIAN 2.64 0.23 2.73 0.32 

STD 6.49 0.29 6.53 0.85 

RMS 7.94 0.15 7.46 0.68 
MAX 68.24 3.89 96.66 3.59 

MIN 0.004 0.002 0.009 0.004 

SLOP 4.19 0.43 6.75 0.55 
WIDTH 31.75 3.59 28.00 5.94 

PFR(Hz) 336.43 20.45 333.98 11.16 

PAM 
(dB) 

-28.73 2.89 -29.70 6.36 

TP(dB) -17.20 1.21 -17.57 3.96 
THD (%) 24.12 3.07 34.47 2.65 

THD+N 

(%) 
107.99 12.07 135.51 3.73 

IMD (%) 35.37 5.50 15.54 2.15 

SNR(dB) -2.15 3.70 -3.13 0.09 

MxP 6.47 0.99 13.24 3.36 
MnP -6.46 1.90 -7.60 1.55 

LPC1 3.55 0.76 5.06 2.22 

LPC2 0.53 0.07 1.56 0.14 
LPC3 0.014 0.005 0.020 0.003 

 

Based on the observations and results shown in Table 4, all the 

features have been evaluated through Linear Discriminant Analy-

sis results [11] of the same parameters of different words. The top 

seven features having LDA score more than 1.00 are shown in 

Table 5. Since these features have high score of LDA, therefore, 

these [7] features have been selected for detection of the isolated 

word. 

 
Table 5: LDA of Parameters for Words FILL-KILL 

Parameters LDA Score 

LPC2(FILL-KILL) 6.58 

Max(FILL-KILL) 5.36 
Slop(FILL-KILL) 3.66 

IMD(FILL-KILL) 3.35 

THD(FILL-KILL) 2.55 
THD+N(FILL-KILL) 2.17 

Mxp(FILL-KILL) 1.93 

 

Higher the LDA values, more is the difference between the 

parameters. We show only upper range values (more than 1) 

as the lower range values are insignificant for differentiat-

ing a correct word. The parameter having higher LDA value 

can be differentiated better than the parameter having lower 

LDA value. The Figure 5 shows that Maximum Peak and 

Slope of Peak values have very large difference for the two 

words which helps in differentiating the one word from the 

other. Box plots of these two features also support the sig-

nificance of their differentiating power.  

 

 
Fig. 5:Box Plots of Features for Words ‘FILL and KILL’ By LPC Spec-

trum Analysis. 

 

Similarly, all the sample words have been analyzed and their best 

features have been identified. In the last step, these features have 

been passed to information fusion based binary classifier [12] and 

the required threshold value has been calculated for each word. 

The accuracy of the proposed features and the method has been 

evaluated by using the ‘testing’ dataset (the remaining 50% data 

set). Table 6 shows the accuracy of three different options;all fea-

tures of Spectrum analysis, all features of LPC method and the 

third one (proposed) is considering the most significant features 

from both domains. 

 
Table 6:Average Accuracy of Word Recognition by Different Methods 

Method Accuracy 

Accuracy of Spectrum Analysis 90% 
Accuracy of LPC method 92% 

Accuracy of Hybrid technique (Proposed) 94% 

Ning method [5] on same dataset 92% 

Heidari and S. Gobee [9] 72% 

4. Conclusion 

In this paper, frequency spectrum analysis and LPC analysis 

methodologies have been used for isolated word recognition. The 

results show that every word has typical feature values, which can 

be used to detect that word in a speech signal. In this work, even 

similar-sound words have also been analyzed to increase the effi-

cacy of the proposed method. Words with similar sound, still have 

some different features, which help in identify those wordse.g. 

words FILL and KILL sound similar, however features like Max-

imum Peak, THD, THD+N, IMD are different which candifferen-

tiate them. In this study, Fisher’s LDA and Box Plot methods are 

used to find most significant features. Finally, those most signifi-

cant features were used with Information Fusion based binary 

classifier to recognize the isolated word with an accuracy of 94%, 

which better than the existing methods. 
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