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Abstract 
 

A good treatment is dependent on the accuracy of the diagnosis. The cure for the disease starts with the process of diagnosis. All these 

years, the grade and standard of the medical field has been increasing exponentially, yet there has been no significant downfall in the rate 

of unintentional medical errors. These errors can be avoided using Deep learning algorithm to predict the disease. The Deep Learning 

algorithm scans analyses and compares the patient's report with its dataset and predicts the nature and severity of the disease. The test 

results from the patient’s report are extracted by using PDF processing. More the medical reports analyzed, more will be the intelligence 

gained by the algorithm. This will be of great assistance to the doctors as they can interpret their diagnosis with the results predicted by 

the algorithm. 
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1. Introduction 

Deep Learning in the field of Diagnosis is the need of the hour, as 

the unintentional errors are the major threat. Combining Deep 

Learning and the PDF processing techniques will be of assistance 

to both Doctors and patients as analyzing medical re-ports using 

supervised learning is a seamless process. 

2. Supervised learning 

Supervised learning is a Machine learning type for making the 

algorithm intelligent in its specified domain. We declare a few 

domains for the algorithm to learn and improve. The algo-rithm’s 

knowledge is limited only to those specified domains and not be-

yond that. A supervised learning algorithm analyzes the training 

data and produces an inferred function, which can be used for 

mapping new examples. In our work, we use this tech-nique to 

improve the accuracy of the diseases' severity. This is also re-

quired to rectify the errors and repeated errors are elimi-nated. 

Convolutional Neural Networks (CNN) can also be implemented 

for improved accuracy, making the algorithm more complex. 

3. Uniqueness 

3.1. Our approach 

Most of the programming for Machine Learning is done in Py-

thon, since it provides a wide range of libraries to choose from. 

Usually, a List (a python data type) is used to develop, train and 

test a model, which, is not a scalable approach. Also, a model 

should be able to work for both linear and nonlinear 

So, we have changed the methods of giving inputs to train and test 

the model. Instead of lists, two CSV files are given as train-ing 

datasets. The feature and label matching are split manually, and 

the features are put in a separate CSV file and the Labels are but in 

a separate CSV file 

These two CSV files are then parsed into an array of list separate-

ly, and then this huge array of lists is used to train the model. With 

this approach, the classification can be done using any method but 

here we use the Decision Tree Classifier. The testing data is 

given as input in the form of a list and using the training data the 

model predicts and prints the output for the given input. 

This approach enables us to use this model for any type of dataset 

and use the required classification type and get the required out-

put for most of the cases. Since the features and label are split 

manually before input, it reduces the time required to complete 

execution. The time of execution may vary according to the size of 

the dataset. 

3.2. Dependencies used 

1) CSV: This is used to get input the datasets in CSV format 

2) Num Py: This is used to parse the data in the CSV file into 

corresponding arrays of list. 

3) Sklearn: Scikit learn is one of the most used ML li-braries in 

python. It is used to predict the output by calling the classi-

fier (here Decision Tree) 

3.3. Dataset used for predicting heart disease 

Heart Disease Dataset from UCI Machine Learning Repository 

Features: 

1) Age: age in years. 

2) Sex: sex (one = male; zero = female). 

3) CP: chest pain type. 

1) Typical angina 

2) Atypical angina 

3) Non-anginal pain 

4) Asymptomatic 

4) Trestbps: resting blood pressure (in mm Hg on admission to 

the hospital) 
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5) CHOL: serum cholesterol in mg/dl. 

6) FBS: (fasting blood sugar > 120 mg/dl) (1 = true; 

0 = false) 

7) Restecg: resting electrocardiographic results 

Value 0: normal 

1) having ST-T wave abnormality (T wave inversions and/or 

ST elevation or depression of > 0.05 mV) 

2) showing probable or definite left ventricular hypertrophy by 

Estes' criteria 

8) Thalach: maximum heart rate achieved 

9) Exang: exercise induced angina (1 =yes; 0 = no) 

10) Old peak = ST depression induced by Exer-cise relative to 

rest. 

11) Slope: the slope of the peak exercise ST segment 

Value 1: up sloping 

Value 2: flat 

Value 3: down sloping 

12) Can number of major vessels (0-3) colored by 

Fluroscopy. 

13) Thal: 3 = normal; 6 = fixed defect; 7 = re-versible 

Defect. 

Label: 

1) Num: diagnosis of heart disease (angiographic disease sta-

tus) 

Value 0: < 50percentage diameter narrowing 

Value 1: > 50percentage diameter narrowing 

Usage: The features are the inputs and the label are the predicted 

output. Refer the link of the dataset for more details. 

4. PDF processing 

In Python, two packages can be used to manipulate the PDF data. 

4.1. PDF miner 

This package is used to extract images and object coordinates. If 

the medical report consists of graphs such as ECG (Electro- 

Cardiograph), EEG (Electroencephalograph), EMG (Electromyo-

graph), PDFMiner can be used to extract the same. 

4.2. Py PDF2 

PyPDF2 package is used to split, merge or crop the data in the 

PDF file. This library is helpful to obtain the text data such as 

Age, Fasting Blood Sugar, etc. 

PDF file is analyzed using both PDFMiner a n d PyPDF2. The 

output from the PDFMiner consists of images of graphical reports 

of the patients. These graphs are then image processed and the 

necessary data is obtained. Similarly, output from the PyPDF2 

contains the required text data for the algorithm to predict. The 

data mined is then inserted into an Excel sheet which acts as a 

CSV (Comma Separated Values). In this study, the CSV contain-

ing the extracted data is named as features. This CSV is passed as 

one of the two inputs to the Predictive Model. The other input 

CSV will be the previously predicted value, named label. 

 

 
Fig. 1: Flowchart of PDF Processor. 

 

5. Flowchart explanation 

The Text Processing block processes the PDF of the patients' re-

port and extracts 13 features which are required by the algo-rithm 

for prediction. These features are stored as a CSV (comma sepa-

rated values). As shown in Figure 1, the label contains the prede-

termined severity ratings. Both the CSV files are fed as inputs to 

the Predictive Model. NumPy is a dataset to carry out the numeri-

cal operations in Python. It produces array of lists for both features 

and label. Scikit learn (sklearn) is one of the most used ML librar-

ies in python. It is used to predict the output by calling the classi-

fier (here Decision Tree). Decision Tree is a popular classifier 

which is simple and easy to implement. 

The performance of decision trees can be enhanced with suitable 

attribute selection. The predicted output is from the classification 

block which gets input from the Decision Tree Classifier after 

comparing with the testing data. 

The classification is done by the process of Clustering. Clustering 

is a basic machine learning method. The process in which the 

similar attributes form clusters for the decision to be precise. 

Clustering also reduces the computation time. 

Copyright © 2016 Authors. This is an open access article distrib-

uted under the Creative Commons Attribution License, which 

permits unrestricted use, distribution, and reproduction in any 

medium, provided the original work is properly cited. 

 

 
Fig. 2: Flowchart for Prediction Algorithm Using Two CSV’S. 

6. learning and error control 

 
Fig. 3: Graph for Accuracy vs. Number of Reports. 
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Not all patients show the same symptoms for a disease. Due to 

this, the diagnosis becomes a complex process. Therefore, there is 

a considerable probability of error occurrence in the prediction. If 

the algorithm predicts a value that does not coincide with the exact 

value, then it is said to be an error.Analyzed 

The error can be rectified by changing the hidden weights. For this 

purpose, there are certain formulae. 

1) Derivative of Sigmoid function with respect to weight term: 

 

A = B*(1-B) *x 

 

Where 

B is the function of x 

A is the derivative of B 

X is the weight to be adjusted 

2) Derivative of Sigmoid function with respect to bias term 

 

A = B*(1-B) 

 

Where 

B is the function of x 

A is the derivative of B 

X is the weight to be adjusted 

From Figure 3, it is observed that the accuracy is increased, for 

more the number of reports analyzed. 

7. Advantages 

1) The label and the features CSVs are given separately. Due to 

this, the time taken to process the report is considerably re-

deuced. 

2) The accuracy of diagnosis increases with respect to the num-

ber of reports analyzed. 

3) The text processor fills the required fields for the algorithm 

to diagnose, results in eliminating the need for the physician 

to manually enter the details for prediction. 

4) Assists the doctors in acquiring expertise in diagnosis. 

8. Future enhancements 

We have used only a single dataset related to heart ailments to 

prove that two CSVs can also be used for prediction. This method 

is not only limited to a single dataset and can also be used with 

multiple datasets. While using multiple datasets, the algorithm can 

be used to diagnose a wide range of disease oc-curring in various 

systems in the human body. Further medi-cines can also be pre-

scribed based on the disease diagnosed. This will be of huge assis-

tance to Doctors who lack experience in their service. Also, by 

enhancing the accuracy and database, with the present reports the 

patients can be warned whether they are susceptible to a disease 

and necessary precautions can be taken. 

9. Conclusion 

The objective of our work is to precisely diagnose the ailments 

from the medical reports of the patients. By changing the da-taset, 

we can diagnose diseases occurring in almost every sys-tem in our 

body. This algorithm is different from the other algo-rithms by 

using different CSVs for inputs and the predicted output. The PDF 

reader will get the fields from the PDF file of patients' report and 

fills the required fields all by itself. We have used De-cision Tree 

Classifier and Clustering for the prediction. The errors in the pre-

dicted output can be corrected by changing the weights for the 

symptoms manually so that the same error doesn’t occur the next 

time. 
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