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Abstract 
 

The forecasting of financial news is yet becoming the main issue to divide the new into different classes on the basis of present time se-

ries. Moreover, it might be utilized for predicting and analyzing the stock market for the particular industry. Thus, the new content is 

significantly important to influence market forecast report. In this paper, the financial news from four countries namely America, Aus-

tralia, India and South Africa along with their stop words are consider. The words along with their weighted values are determined and 

then the neural network is trained. Here, artificial neural network is used for classifying the appropriate results for the given input data. 

At last the comparison of ANN with SVM is shown. Experiments show that the ANN classification provides high accuracy to predict the 

news than the SVM classifier. 
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1. Introduction 

Nowadays, the way of reading news has changed due to the use of 

the Internet. News providing websites such as Google & Yahoo 

gathers the news from different sources and presents an aggregate 

representation of news throughout the world. A significant diffi-

culty with news providing websites is that the quantities of articles 

can be overpowering to the users. Thus, it becomes a challenge to 

search news article, which is of user’s interest [1]. 

The solution to this problem is to design a content based recom-

mendation system. The content based recommendation system is 

used to resolve the problem of overload. The system categorized 

the items as per the user’s interest. This system can be used in 

number of domains such as email, news and web search. In the 

field of news, this system primarily aims at gathering news articles 

as per user interests and forming a personal newspaper for a par-

ticular user. The recommendation system is mainly categorized 

into two types named as Content based and collaborative filtering 

algorithm [2]. Figure 1 shows collaborative filtering and content 

based filtering. 

 

 

 
Fig. 1: Collaborative Filtering and Content Based Filtering. 

 

1.1. Content based algorithm 

This type of recommendation system works with the user provided 

data, which is provided by means of rating and clicking on the 

website link. A user profile is created on the basis of available 

data and used for making suggestions to the client [3]. With the 

increase in the number of inputs, the recommendation system 

becomes more accurate. The relative importance of the news arti-

cles is determined by using TF (Term frequency) and IDF (Inverse 

document frequency). The TF and ITF of the news article can be 
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measured by using the log function which is given by the equation 

1. 

 

𝑊𝑥,𝑦 = {1 + log10
𝑡𝑓𝑥𝑦,

 
                       𝑖𝑓 𝑡𝑓𝑥𝑦 > 0

0                                            𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
}            (1) 

 

The similarity of the news article is measured by the equation (2) 

written below. 

 

𝑆(𝑄𝑗 , 𝑄𝑘) =
𝑄~𝑗,𝑄~𝑘

|𝑄~𝑗,𝑄~𝑘|
                                                                     (2) 

 

Here 𝑊𝑥,𝑦 represents the weight of news articles [4] 

1.2. Collaborative filtering 

The articles are provided to the user on the share basis. If the two 

different clients have the same choice, a group is created. Hence, it 

is also named as user based system/ an item based system [5]. 

2. Related work 

Liu et al. [6] proposed ‘news recommendation system’ used in 

Google news. The system makes dataset according to the number 

of clicks provided by the user’s interest. A framework named as 

Bayesian has been designed as per the activities shown by the 

users. Content based along with collaborative filtering algorithms 

are used in hybridization. Quality of the ‘news recommendation 

system’ has been enhanced. It covers entire items of the user’s 

interest. The system upgraded automatically. The parameters such 

as click through rate, frequency of Google news website visit/ day 

have been measured.  

Li et al. [7] proposed a two phase news recommendation system 

that comprises of news data during the performance of recom-

mendation. The authors used the intrinsic properties of the user 

choice that have a better balance among the originality and multi-

plicity of the recommended outputs. The data has been gathered 

from various news articles. K-mean clustering algorithm has also 

been used. The parameter named as F-score has been measured.  

Chidambarathanu et al. [8] proposed SVM (Support vector ma-

chine) classification approach that assists the clients to create 

informed communication. Classifier used the social media data 

so that accurate decision has been takes place. Comparison of 

traditional prediction system along with SVM based system is 

provided and concluded that SVM has provided better accuracy 

than traditional approach.  

Li et al. [9] presented a news article recommendation system to 

solve the problem of contextual bandit. In this method a learning 

system automatically chose the articles on the basis of user’s con-

textual information and the user’s past clicking options. Three 

proposes has been performed, first is the proposed work is compu-

tationally effective, second is the bandit approach has been evalu-

ated without internet by using past recorded random and lastly the 

proposed approach is applied to Yahoo.  

Demirsoz, O., and Ozcan, R. [10] proposed to form a training set 

using tweets containing a link to the news and the content of the 

same news article. The tweets have been preproced by removing 

the undesired words and symbols. The morphological process has 

been aplied for stemming along with anomaly detection. 

3. Materials and methods 

In this research work, optimization algorithm, Artificial Bee 

colony scheme is used to provide optimal feature set from the 

text document depends upon the objective function. Also a clas-

sification algorithm, ANN (Artificial neural network) is used to 

classify the multiple categories of news as per the user’s choice. 

The algorithms of ABC and neural networks are defined below. 

 

3.1. Artificial bee colony (ABC) 

ABC is an optimization algorithm used to find the most appro-

priate solution by using the intellectual behavior of honeybees. 

In this research work, ABC is used for the selection of news 

features. Employed bees, onlooker bees’ and scout bees’ are the 

three main groups in the ABC algorithm [11]. Figure 2 shows 

proposed work flowchart. 

 

Algorithm 1: Artificial Bee colony  

Step 1: Load the samples for training 

Step 2: Create initial population Pt, t=1……………..N 

Step 3: Initialize the bee categories- Employed bee 

- Onlookers bee and  

- Scouts bee 

Step 4: Compute the population’s fitness function (ft) 

Step 5:Put j= 1 

Step 6: Repeat 

Step 7: For every employee Bee{ 

Create novel solution yt by using step 7 

Compute the fitness value 
Use greedy selection approach} 

Step 8: Determine the probability values P for obtaining the result by 
step 6 

Step 9: For every onlooker bee { 

Choose a solution on the basis of probability P 

Generate new solution yt 

Determine the fitness value 
Apply ‘Greedy selection approach’} 

Step 10: If the solution for the scout is abandoned  

Then replace it with a novel solution that will be generated randomly by 
step 8 

Step11: Learn the better solution so far 
Step 12: j=j+1 

 

 

3.2 Artificial neural network 
 

Artificial neural network is used to classify the news categories 

by using the biological behaviour of the neurons. ANN consist 

number of neurons that are interconnected with each other. Bias 

is used to adjust the value of neurons so that desired output can 

be obtained [12]. 

 

Algorithm 2: Neural Network 

Input: Train n number of documents 

Output: Classified document 

Divide the training group into training ‘S’ and validation ‘T’ 
Calculate the accuracy of classifier 

Define parameters 

Training document=optimized document 
Group= similar news 

Epoch=100 

Training algo= Levenberg Marquardt 

Performance metrics= Mean square error 

Neurons=50 

Net-neuron (Trained_data, group, neurons) 
Classification={News as per choice,; if properties are matched 
Return {classified news} 

 

3.3 Support vector machine 
 

In this research work, SVM is used for the classifying the text 

among the new articles. It is utilized to know the interest of us-

ers on internet and provide guidelines to the users through the 

hypertext. The input is provided to the SVM and with the help of 

Kernel, the documents are mapped into the high dimensional 

space [13]. SVM distinguished between the similar and non 

similar documents by using hyper plane structure the algorithm 

is listed below: 
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Algorithm 3: Support Vector Machine 

Input: Initialize Properties of document  

Output: Classified document 

Initialize the SVM training data ‘X’  

Defined ‘C’ as a class of training data 

Set the 𝑓𝑘 as Kernal function 

For each news 

Train_data=SVMTRAIN (X,C, 𝑓𝑘); 

End 

News interest list=SVMCLASSIFY (Train_data,test properties of test 
document) 

Classify news 

Else 
Check it again and return; 

End  
End function 

 

The procedure of simulation of the proposed work is defined be-

low: 

The proposed research work is processed in two phases named as 

training and testing phase. 

Training phase 

i) In training phase, pre-processing is applied on the uploaded docu-

ment and their weighted values are generated. 

ii) ABC algorithm is applied to optimize the features of the loaded 

document by using the fitness function. 
iii) For every type of news unique key values are generated and the 

values that have same weight form the group. 

iv) Neural network is trained on the basis of generated key values. 

 

Testing phase 

i) Test document is loaded to know the proficiency of the designed 
recommendation system. 

ii) Apply pre-processing and generate the weighted values 

iii) Optimization is applied on the generated weighted values and then 
the values are classified by comparing with the data base values 

stored into the ANN database. 

iv) If the values are matched then uploaded document is classified and 
QoS of the proposed design are evaluated. 

 

 
Fig. 2: Proposed Work Flow Chart. 

 

4. Simulation results 

References [14] – [25] have inspired this research. The experi-

ment is performed in MATLAB simulator. The performance of 

prediction system is measured in terms of precision, recall, true 

positive and false positive parameters. ANN and SVM classifier 

are used for news classification. The comparison of the classifi-

cation techniques are also provided to know the accuracy of the 

classifiers. 

Figure 3 defines the GUI of the proposed work. The GUI consists 

of two panels named as Community profiles and test data. The 

community panel is categorized into eight different sub parts 

named as Community1, Community2, Community3, and Commu-

nity4, train the system, neural network and identify the community. 

The recognized data is shown under Test data block. 

Figure 4 depicts the community uploaded along with their corre-

sponding weights. The community along with their word and 

weight are shown in figure above. 

After clicking on the “Train the system button” the above Figure 5 

displays on the screen. There are 14 number of neurons provided 

at the input layer. These neurons are passed to the hidden layer. In 

hidden layer, 6 numbers of neurons are added as a bias, so that the 

desired output can be obtained. At the output layer of neural net-

work 1 neuron is obtained. 

Figure 6 represents the training state of the neural network. The 

parameters such as gradient, mutation and validation check are 

measured. The neural network is trained for four number of itera-

tions and the value of gradient, mutation and validation check are 

1.5952, 1e-07 and 4 respectively. 

START 

Upload data set for Training Upload test data 

Classify and Predict 

STOP 

For each type in news generate 

key value and create group 

Train using ANN 

Data base 

Apply pre-processing and create 

weight value 

Apply ABC with fitness function 

Apply pre-processing and create 

weight value 

Apply ABC with fitness function 

Is classi-

fy? 

Classification results and Calcu-
late parameters 

ST
OP 

Yes 

No 
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Figure 7 represents the regression state of neural network. The 

training, validation, test and the regression values are shown in the 

form of graph. 

 

 

 
Fig. 3: GUI of Proposed Work. 

 

 
Fig. 4: Word and Weight of Uploaded Test Community. 

 

 
Fig. 5: Performance of ANN. 
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Fig. 6: Training State. 

 

 
Fig. 7: Regression State. 

 

Figure 8 shows SVM Classification. The SVM plot obtained for 

community 1, community 2, community 3 and community 4 are 

shown in figure (a), (b), (c) and (d) respectively. Here, the straight 

line represents the kernel, red colour with plus sign represents the 

elements and green colour represents the community and the green 

colour encircle with black colour represents the classified group. 

The parameters such as precision, recall, and true positive and 

false positive are measured to know the effectiveness of the pro-

posed work. The parameters observed for 10 numbers of iterations 

are listed in Table 1 and Table 2 below. 

Figure 9 depicts the comparison of precision and recall obtained 

for the proposed work by applying artificial neural network (ANN) 

and Support Vector Machine (SVM). Here, Blue and red bar graph 

represents the precision and recall values for ANN whereas green 

and purple bar graph represents the precision and recall values 

obtained for the SVM classifier. The code is run for 10 numbers of 

iterations and the average values obtained for precision and recall 

when ANN is applied are 1.364 and 1.328 respectively. After 

applying SVM, the average values obtained for precision and re-

call are 1.322 and 1.304 respectively. 
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(A) (B) 

  
  

(C) (D) 

  
Fig. 8: SVM Classification. 

 
Table 1: Parameters Using Neural Network 

Number of iterations Precision Recall True positive True negative 

1 1.4 1.38 0.0007987 0.00058393 
2 1.3 1.29 0.0007786 0.00057964 

3 1.34 1.35 0.0007689 0.00058354 
4 1.29 1.26 0.0007980 0.00058378 

5 1.28 1.27 0.0008081 0.00054752 

6 1.45 1.31 0.0008075 0.00056872 

7 1.32 1.24 0.0007824 0.00055427 

8 1.39 1.37 0.0007821 0.00054536 

9 1.46 1.41 0.0007829 0.00059687 
10 1.41 1.40 0.0007975 0.00059257 

 
Table 2: Parameters Using SVM 

Number of iterations Precision Recall True positive True negative 

1 1.32 1.37 0.0006859 0.00068522 

2 1.25 1.25 0.0007666 0.00059672 
3 1.31 1.31 0.0006587 0.00059687 

4 1.25 1.24 0.0006980 0.00060254 

5 1.24 1.26 0.0007081 0.00064578 
6 1.42 1.27 0.0007175 0.00059687 

7 1.30 1.23 0.0006824 0.00056358 

8 1.35 1.36 0.0007121 0.00057021 
9 1.40 1.40 0.0006229 0.00062487 

10 1.38 1.35 0.0006975 0.00061235 

 

 
Fig. 9: Comparison of Precision and Recall. 
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Fig. 10: Comparison of True Positive and False Positive. 

 

The above Figure 10 defines the comparison of true positive and 

false positive measured for the proposed work by using ANN and 

SVM classifier. Here, x axis represents the number of iterations 

and y-axis represents the values of true positive (Tp) and false 

positive (Fp) values. The average values of Tp and Fp obtained for 

10 number iterations when ANN is applied are 0.0079047 and 

000057362 respectively. The average values of Tp and Fp for 

SVM classifier are 0.00069497 and 0.000609501 respectively. 

5. Conclusion 

In this research work, financial news are classified on the basis of 

content of appropriate news articles that has been accomplished by 

designing a prediction model that is capable to classify the news. 

The stock market has been studied repeatedly to extract valuable 

information and estimate their movement. Economic news only 

based upon technical and basic data classification analysis. Textu-

al data such as news editorial has better information, therefore, 

utilizing textual information can enhances the input to the data of 

numeric time series and the better predications are imagined from 

this type of input than only from statistical data. It has been con-

cluded that the artificial neural network perform better as com-

pared to the SVM classifier. To know the efficiency of the predic-

tion system, the parameters named as precision, recall, true posi-

tive and false positive have been measured. The average values 

obtained for the precision and recall by using ANN is 1.364 and 

1.328 respectively. After applying SVM, the average values ob-

tained for precision and recall are 1.322 and 1.304 respectively. 

The value of Tp and Fp, when ANN is applied are 0.0079047 and 

000057362 respectively. The average values of Tp and Fp for 

SVM classifier are 0.00069497 and 0.000609501 respectively. 

The ANN classified the news with higher accuracy than the SVM. 

This is because SVM is a binary classifier whereas ANN is a mul-

tilevel classifier. 
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