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Abstract 
 

From the day the mining of frequent pattern problem has been introduced the researchers have extended the frequent patterns to various 

helpful patterns like cyclic, periodic, regular patterns in emerging databases. In this paper, we get to know about popular pattern which 

gives the Popularity of every items between the incremental databases. The method that used for the mining of popular patterns is known 

as Incrpop-growth algorithm. Incrpop-tree structure is been applied in this algorithm. In incremental databases the event recurrence and 

the event conduct of the example changes at whatever point a little arrangement of new exchanges are added to the database. In this way 

proposes another calculation called Incrpop-tree to mine mainstream designs in incremental value-based database utilizing Incrpop-tree 

structure. At long last analyses have been done and comes about are indicated which gives data about conservativeness, time proficient 

and space productive. 
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1. Introduction 

So many works have been proposed by the introduction of the 

research problem of frequent pattern mining. These proposed 

works have been ordered into two classes. In the first category it is 

mainly focused on algorithm efficiency [1]. Consider a case, to 

evade the candidate generation and the test method of the Apriori 

algorithm [2], a tree-structured algorithm called FP-growth [3] 

was proposed to gather the data of the transactional database so 

that frequent patterns will also be mined recursively by using this 

FP-tree structure. 

In the second class it is mostly attentive on the extending work of 

frequent patterns [4] to other interesting or useful patterns which 

are further used in the study. The following mining patterns are 

based on support calculations in the given data. However, these 

measurements are valuable, the support-based frequent pattern are 

not adequate to discover numerous interesting knowledge in trans-

actional database among patterns. Due to this problem these arose 

some interestingness measures and their corresponding correlated 

patterns, regular patterns. 

Many users want to find popular patterns in real-life situations. 

Now let us consider an example, a person wants to find other peo-

ple within large group of people in social network [5] as these 

people are most popular in the group. Similarly people want to get 

connected easily to a popular person by searching them quickly. 

This search technique can be done simply if the popular people are 

gathered and located in one popular pattern. These can be done by 

more usage of these websites or networks. 

In incremental databases [6, 7, 8, 9] new transactions will add 

continuously to the transaction database. So the Popular patterns 

will change whenever database is updated. In order to make best 

decisions, users may be interested on getting the latest popular 

patterns from the updated database. Many tree based applications 

[10] have been introduced to mine popular patterns in incremental 

databases. 

The remaining paper is prepared as follows. In unit 2 we deliber-

ate about the associated work. In unit 3 we will outline the prob-

lem of popular patterns in transactional database. In unit 4 we 

define the procedure of mining popular patterns by Incrpop-tree 

algorithm. In unit 5 we describe how to illustrate the Incrpop-tree 

construction of the mining for popular patterns. In unit 6 the popu-

lar patterns of incremental database have been calculated. In unit 7 

our experimental results have been shown. Finally, the paper is 

been concluded in unit 8. 

2. Related Work 

The topic in this paper is related with the methods in finding the 

popular patterns by using Incrpop-tree algorithm. This mainly 

helps in finding the different types of patterns using different 

methods and algorithms. In this we also know about the incremen-

tal database and mine the popular patterns from that transactional 

database. R. Agarwal [2] has proposed association mining rules 

which are helpful in finding the item sets of the patterns. This 

gives information about the lowest support threshold to generate 

association rule from the item sets.  

FP-Growth [3] it is an algorithm planned to construct the FP-tree 

to show fillings of transactional databases. Tanbeer [11] has intro-
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duced the problem in mining of regular patterns in transactional 

databases with high compact tree structure which helps us in 

knowing the mining methods to find the popular patterns from 

transactional database using FP-tree structure. In this paper the 

method of mining from the incremental databases have been in-

troduced which is the main role in this present paper. With this 

mining of popular patterns in incremental database have been 

proposed and have been implemented. In the paper [13, 14] 

downward closure property has been discussed which is applicable 

for mining Popular patterns from the database. We have to check 

the downward closure property for every pattern provided in the 

database. After checking the downward closure property then only 

it is easy to mine the popular patterns. 

In the paper [5] Cameron gives the method of finding the strong 

group of friends among the friends in a social network. Now a 

days many of the people use social media to get linked to each 

other. To find out the most important persons; data mining meth-

ods have been put on to social networks. In the paper [1] another 

new technique namely time-fading model has been implemented 

to find out the recurrent patterns from streams of undefined data. 

In the paper [15] mining of constrained frequent patterns have 

been shown. With this a new method called anti-monotone con-

straints have been projected which helps in finding minute por-

tions of mined frequent patterns. There are several tree patterns to 

get the different patterns from the databases. A suffix tree algo-

rithm has been proposed in the paper [10] to notice symbol, order 

and section periodicity in time series. In the paper [14] a new 

techniquecalled PFRP-methods are proposed to determineregular 

patterns [16] in large databases. This helps us to find the regularity 

[17] of each pattern in the database. 

3. Problem Definition 

Here, we fundamentally portray issue definitions identified with 

well-known patterns. Let item={x1 , x2 , x3,.…..x4} be an ar-

rangement of m domain item. An arrangement of n transactions in 

transactional database are {t1, t2, t3,…..tn} where each transaction 

bethe subset of every item in the TBD. |tj| is used to speak to the 

measure of transaction tj .Let X={x1, x2,…..xk} belongs to item 

be an example comprising of k items where |x|=k≤m. the antici-

pated database of  “X” meant as DBx is an arrangement of Trans-

actional Data Base transaction that contain X. Here maxTL(x) and 

sumTL(x) are utilized to speak to most extreme length and aggre-

gate size of every transaction in DBx. 

 

3.1. Statement I 

The transaction fame Incrpop(X, tj) of an example “X” in transac-

tion tj that counts the enrollment level of “X” in tj. We processed 

the enrollment degree in light of the contrast among the transac-

tion length |tj| and pattern length |x|. 

Incrpop(X, tj) = |tj| - |X| 

3.2. Statement II 

The lengthy transactions Popularity Incrpop(X, tmaxTL(x)) of the 

pattern “X” in the transaction tmaxTL(x) measure the enrollment 

level of “X” in tmaxTL, where tmaxTL(x) is the transaction that 

have the greatest length in DBx. 

Incrpop(X, tmaxTL(x)) = ( max
𝑡𝑗 𝜖 𝐷𝐵𝑥

|𝑡𝑗|) - |X| 

3.3. Statement III 

The Popularity Incrpop(X) of an example “X” in the Transactional 

database amount of an accumulated participation level of X in 

every transactions in the Transactional data base. It is character-

ized by normal of all the transactiona lPopularities of “X”. 

Incrpop(X) =1/|DBx|∑ Incrpop(X, tj)
𝑡𝑗 ∈𝐷𝐵𝑥

 

3.4. Statement IV 

A client determined least popular threshold min_popp is given, an 

example X is viewed as prominent if the Popularity is as a mini-

mum min_popp (i.eIncrpop(X) ≥ min_popp). 

3.5. Statement V 

(Popularity of Popular patterns X in incremental database) 

Let us consider that new transactions have been added to the cur-

rent database. 

Here UBD is referred as updated data base. Let I be the num of 

truncations further added to the database. Initially the first transac-

tion i.e. null transaction (tf) will be zero then whenever I transac-

tions are added then the initial transaction will be tf+i at the be-

ginning of the database and last transaction (tl) will be tl+i. In this 

way the transactions have been added and the newly defined data-

base will be considered and the Incrpop tree algorithm will be 

implemented and popular patterns have been mined. 

4. Methodology 

Incrpop-Growth: Popular pattern mining with a In-

crpop-tree 

The process toward mining the regular example, the estimation of 

recurrence fulfills the descending closure property i.e on the off 

chance that one item is taken by means of rare formerly the super-

set of it is additionally takenrarely which helps in diminishing the 

hunt space by erasing the rare examples and in this manner the 

way toward mining is quicker. Now and again perceptive notice 

that the Popularity does not fulfill descending closure property. 

Consider an example; if {c} is Unpopular but {b, c} can be Popu-

lar. Thus the readers take the mining of popular patterns as a diffi-

cult step. 

 

Statement VI 

The Incrpop(X) of a pattern “X” in the Transactional Database 

counts the total participation level of X in the TDB. It is character-

ized as far as sumTL(x) =∑_ (tj∊DBx)〖|tj|〗 follows. 

 

Incrpop(X) =
1

|𝐷𝐵𝑥|
∑ Pop(X, tj)

𝑡𝑗∊𝐷𝐵𝑥
 

 

= 
1

|𝐷𝐵𝑥|
∑ (|tj| − |𝑋|)

𝑡𝑗∊𝐷𝐵𝑥
 

      =
𝑠𝑢𝑚𝑇𝐿(𝑥)

|𝐷𝐵𝑥|
− |𝑋| 

Pop tree-algorithm 

Input: DB, λ, K, N 

Output: Popular patterns. 

Procedure:  

Let Xi subset (I) be a k-item set 

 For (i=1; i<=K, i++) 

  For each Xi 

  Update IncrPop (Xi) 

Incrpop (Xi) = (Sum (Xi)/|DBxi|)-|Xi| 

 If Incrpop (Xi)>=λ 

                       Popular 

Else 

 IncrpopUb(Xi1) =max (xi)-|Xi| 

 For (i1=i+1;i1<=K;i1++) 

      

  If (IncrpopUb(Xi
!)>=λ) 

  Xi is popular 

 Else  

 Delete Xi 

 

 Repeat 

 Find if any db+ exist 

  If dB+ exist 
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       Repeat the procedure recursively 

  Else 

Increase the k value using ‘and operation’ until no candidate is 

generated. 

 

Let us consider an example for the above algorithm 

Let us consider a table 

 

Table 1: Transactions 

Transaction ID Transaction 

t1 {b,c,d} 

t2 {a,f,g,h} 

t3 {b,d,e,f,g,h} 

t4 {a,c,i,e} 

t5 {b,e,g} 

t6 {d,f,g,h} 

t7 {a,c,i,f} 

 

Consider the above table sumTL ({b, d}) =9, then Popular of pat-

tern {b, d} is 

sumTL([𝑏, 𝑑])

|{𝑡1, 𝑡3}|
− |{𝑏, 𝑑}| 

     = 
9

2
 – 2 = 2.5 

Similarly Popularity of pattern {c} is 
𝑠𝑢𝑚𝑇𝐿({𝑐})

|{𝑡1,𝑡4,𝑡7}|
 - |{c}| 

=
11

3
 – 1 = 2.6 

Here sumTL ({b, c}) <sumTL ({c}), so with this we can say that 

sumTL(X) confirms that it satisfies downward closure property. 

5. Construction of Incrpop Tree 

Mining the Popular patterns is proposed by Incrpop-tree algorithm 

that contains two techniques. 

1 Incrpop tree construction 

2 Mining of Popular patterns from Incrpop-tree 

The Incrpop tree generally known as famous example tree has 

been worked by taking the required data from the transactional 

database by separating it for twice. Since Incrpop(X) cannot fulfill 

the downward closure property; the disagreeable thing should be 

kept in Incrpop tree for quite a while as their supersets might be 

well known. Yet, sumTL(x) fulfills the downward closure proper-

ty so not at all compelling reason to keep the disliked examples in 

the tree.  

Let us see the doublesituations: 

Condition (i): the Popularity will be lower or identical to its 

lengthy transaction’s Popularity i.e. Incrpop(x) ≤ Incrpop(X, tmaxTL) 

Condition (ii): For X ≤ X|,Incrpop (X|) will not surpass maxTL(x) 

- |X||  

From the above equation is another condition which gives upper 

bound Popularity Incrpop(X') 

IncrpopUB(X’) = maxTL(X) - |X’|  

By the conditions mentioned above we eliminate the unpopular 

patterns that is known as super-pattern Popularity check. The In-

crpop-tree also consists of a parent node and a child node. In con-

structing the Incrpop tree structures the foremost steps should be 

computed for every patterns are below 

<x: support(x) ,maxTL(x) ,Incrpop(x) >. 

The min_popp is set by the user. Let us take an assumed 

min_popp = 3.2 

Now compute every pattern in the table above in order to find the 

pattern that is not popular 

<a: 3,4,3> , <b: 3,6,3> , <c: 3,4,2.6> , <d: 3,6,3.3> , <e: 3,6,3.3> , 

<f:4,6,3.5>, <g: 4,6,3.2> ,  <h: 3,6,3.6> , <i:2,4,3> 

By computing every pattern’s we came to know the pattern’s a,b,c, 

i, etc. not popular pattern hence their Incrpop(x) value is lower 

compared to min_popp. But we can’t eliminate them without cal-

culating Incrpop (X’).  

Computing the Incrpop (X’) values of the transactions that has 

lower value than min Incrpop 

Incrpop (X’) =maxTL(X) - |X’|    (|X’|=|X|+1) 

Incrpop(a’)= 4-2=2 ; Incrpop(b’)= 6-2=4 ; Incrpop(c’)= 4-2=2 ; 

Incrpop(i’)=4-2=2 

By computing this we came to realize that b has Incrpop esteem 

which is more prominent than min_popp. So at long last all are 

mainstream designs separated from a, c, i. In the wake of compu-

ting the Incrpop(X') a, c and I are demonstrated as unpopular so 

they are not associated with Incrpop tree structure. The rest of the 

examples are submitted in plunging request besides the H-table 

will be set as <x: support(x), sumTL(x), maxTL(x)> and the In-

crpop tree will be drawn by substituting every transaction one by 

one. 

 
Fig. 1:H-table for t1 

 
Fig. 2:H-table from t1 to t7 

 

After drawing the Incrpop tree structure, a projected data base is 

been considered and then each pattern is compared with that pro-

jected data base and Popularity of each pattern has been calculated. 

The values of each pattern calculated with respect to the projected 

database which are less than the min_popp provided by the user 

those patterns will be pruned from the transactional data base and 

the tree is drawn for the second time with the help of the remain-

ing popular patterns. 

Let us consider {h} as a projected database. Now this {h} is com-

pared to every popular pattern which has been considered and a 

tree is again drawn.  

Incrpop values of the patterns related to projected database has 

been calculated 

Incrpop (f, h) = 14/3 – 2 = 2.6 

Incrpop (g, h) =14/3 – 2=2.6 

Incrpop (b, h) =6/1 - 2= 4 

Incrpop (d, h) =10/2 – 2=3 

Incrpop (e, h) = 6/1 – 2 =4 

By calculating the Incrpop values we compare this with the 

min_popp and remove the patterns which has less Incrpop val-

ue .the patterns which are removed are f, g, d. Incrpop tree has 

been drawn 
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Fig. 3:H-table related with projected database{h} 

 

So finally b, e are the Popular patterns. 

In this way we can easily find out the popular patterns in the large 

transactional database and which also makes the user easy to dis-

cover the popular items sets in the entire data set given. 

6. Incrementing the Data 

The process is same even though so many transactions are been 

added. But the main thing is this is there is no need to consider the 

entire table i.e. from first transaction to the last transaction. First 

check how many transactions has been added. According to it the 

transactions has been considered. Suppose three transactions have 

been added at the end then we consider transactions from t3 but 

not t1.  

For example, 3 transactions have been added 

 

Table 2: New added transactions 

Transaction id Transaction 

t8 {d,e,f,i} 

t9 {a,c,e,h,i,b} 

t10 {b,g,h} 

 

So the table will be 

 

Transaction id Transaction 

t1 {b,c,d} 

t2 {a,f,g,h} 

t3 {b,d,e,f,g,h} 

t4 {a,c,i,e} 

t5 {b,e,g} 

t6 {d,f,g,h} 

t7 {a,c,i,f} 

t8 {d,e,f,i} 

t9 {a,c,e,h,i,b} 

t10 {b,g,h} 

 

Now totally there are 10 transactions. But there is no need to cal-

culate the entire 10 transactions. We need to consider the transac-

tions from t4 to t10 and calculate their Popularity. After calculat-

ing the Popularity of all the items in the transactions then the In-

crpop tree structure is been drawn and popular patterns has been 

calculated. 

Now 3 transactions have been newly added then the initial transac-

tion value will be tf+i (0+3=t3) and the final transaction value will 

be tl+i (7+3=t10). Now the newly considered database consists of 

transactions from t4 to t10.  

Now the considered table is 

 

 

 

 

Table 3: Transactions from t4 to t10 

Transaction id Transaction 

t4 {a,c,i,e} 

t5 {b,e,g} 

t6 {d,f,g,h} 

t7 {a,c,i,f} 

t8 {d,e,f,i} 

t9 {a,c,e,h,i,b} 

t10 {b,g,h} 

 

Now Incrpop values have been calculated for each pattern by us-

ing the formula mentioned above 

Incrpop (a) =14/3 -1=3.6, 

Incrpop (b) = 12/3 – 1 =3,  

Incrpop(c) = 14/3 – 1 =3.6, 

Incrpop (d) =8/2 – 1=3, 

Incrpop (e) = 17/4 – 1=3.2, 

Incrpop (f) = 12/3 – 1=3 

Incrpop (g) = 17/4 -1 =2.3, 

Incrpop (h) =13/3 -1=3.3, 

Incrpop (i) =18/4 – 1 =3.5 

Here also consider min_popp = 3.2 

So the patterns which has less than min_popp value have been 

eliminated. So the patterns which has less Incrpop value are b, d, f, 

and g. 

We should not eliminate them without calculating the Incrpop (X’) 

value. Incrpop(b’)= 6-2 = 4,   Incrpop(d’)=4-2 = 2,  Incrpop(f’)= 

4-2=2,  Incrpop(g’)= 4-2 =2. By calculating this we can observe 

that b value is more than the min_popp so b is also a popular pat-

tern. Remaining d, f, g are not Popular. 

Now with the Popular patterns the format has been calculated 

which has to be inserted in H-table 

<a:3,14,6> , <b:3,12,6> ,  <c:3,14,6>,  <e:4,17,6> ,  <h:3,13,6> ,  

<i: 4,18,6> 

Now these are considered in H-table in descending order of their 

support value. H-tables have been generated and tree has been 

drawn. Now consider a projected database here {h} is considered 

as projected database. With the help of this projected database the 

Incrpop value of each item is calculated and finally popular pat-

terns have been found. 

 

 
Fig. 4:H-table from t4 to t10 
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Now Incrpop values of each patterns related to projected database 

is calculated 

Incrpop(e,h) = 6/1 – 2=4 ,  Incrpop(i,h) = 6/1 – 2=4 ,  In-

crpop(a,h)= 6/1 – 2=4 

Incrpop (b, h) =9/2 – 2=2.5, Incrpop(c, h) =6/1 – 2 = 4 

Now by computing this we know that b is not popular since its 

value is less than the min_popp value. So this is eliminated 

Now a tree has been drawn. 

 
Fig. 5:H-table related to projected database{H} 

 

Now finally e, i, a, care the Popular patterns. So finally, we found 

out the popular patterns from the incremental database. 

 

7. Experimental Results 

 
In order to do trials, we frequently use data sets that are ordinarily 

utilized as a part of regular example mining tests as the attributes 

of these incremental datasets are notable. Counting these datasets 

we likewise utilize IBM engineered datasets from 

www.almaden.ibm.com/cs/journeyBy utilizing this information 

we got steady outcomes. With the assistance of room limitation, 

we denote to get the exploratory outcomes on a subset of these 

datasets. 
Table 4: Dataset 

Dataset Trans-

action 

Item

s 

Max 

TL 

avgT

L 

Data 

density 

T10I4D100K 100000 870 29 10.10 Sparse 

T20I4D100K 99996 871 42 19.81 Sparse 

mushroom 8124 119 23 23.00 Dense 

 

Generally, every program was wrote in C and keep running in 

UNIX by1.3 GHz of Quad-Core processor. Projects that portrays 

the runtime shows the aggregate implementation time. The out-

comes that are accounted for are relied upon normal numerous 

keep running for each situation. In the beneath tests the Incrpop-

trees were developed utilizing slipping request of item tallies of 

occurrence. 

This Incrpop-tree is the main way to deal with mine popular pat-

terns since incremental database construct situated in light of our 

insight. The execution of Incrpop-tree structure and Incrpop-

development calculation while changing the parameters of mining, 

for example, threshold Popularity and dataset qualities have been 

introduced. 

 

 
 

 
Fig. 6: Runtime 

 

Runtime 

 
The implementation time for the Incrpop growth required for the 

mining of popular patterns in datasets of various sorts and the 

changes in min_popp has been accounted for. The compiling time 

incorporates every one of the means of the H-table development, 

the Incrpop tree building and the comparing mining. From above 

picture we display the outputs on single short dataset and the other 

output on a dense dataset. 

The impact of mining the differences in length of such datasets 

can be seen through execution popular patterns mining at the same 

time expanding the extent of both the datasets. 

 

Reduction on the number of patterns when changing 

min_popp 

 

We also inspected amount of patterns created using the Incrpop-

growth which is similar to our previous experiment by varying the 

datasets size and min_popp. The graph shows that as the 

min_popp values is been increasing there is a decrease in quantity 

of patterns shown in percentage. Min_popp values has been taken 

on x-axes whereas percentage is changed in number of patterns are 

taken on y-axes.  

 

 
 

 

 
Fig. 7: reduction of number of patterns when changing min_popp 
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Consider the first graph, from this we can observe that when the 

min_popp value has been increased to 65% to 70% there is a dras-

tic decrease in the quantity of patterns. While considering the 

second graph as the min_popp value increases from 86% to 88% 

then there is a sudden decrease in the percentage of number of 

patterns. 

 

Incrpop tree compactness 

In this segment we note the minimization of Incrpop-tree as far as 

quantity of Incrpop-tree nodes. Since the mushroom dataset have 

defined amount of transaction size, maximum length of transac-

tion used for each conceivable example is constantly same. Since 

each thing experiences languid pruning stage so everything tree 

size is same with shifting the min_popp. By the expansion of 

min_popp the extent of tree structure slowly minimized in 

T20I4D100K. By growth in size of database, amount of the node 

will be improved into a dense and sparse datasets. 

 

 
Fig. 8: compactness of the Incrpoptree node count on T20I4D100K 

 

 
 

 

 
Fig. 9: scalability of Incrpop-growth 

 

Scalability of Incrpop-growth 

For understanding the Incrpop-growth mining method, we addi-

tionally implemented an algorithm on T10I4D100K. The below 

graph represents the results on scalability test on varying 

min_popp and number of nodes. We can observe that as the 

min_popp reduces complete tree structure, mining time, essential 

memory increases. The result show that Incrpop-tree can be capa-

ble to mine arrangement of Popular patterns on these type of da-

tasets for sensible little estimation of the 

Threshold Popularity through specific implementation period. 

 

 

8. Conclusion 
 

In this paper, an innovative type of pattern called popular pattern 

was introduced by us. The Incrpop-growth and the Incrpop-tree 

algorithm was also proposed by us. Even though the concept of 

Popularity doesn’t suit for the downward closure property, we 

manage to tackle this problem by means of the total transaction 

size (sumTL) combined with predictable database allowing lazy 

pruning. The Incrpop-tree were showed dense, scalable and space 

effective for dense and sparse datasets in experimental outcomes.  

The structure of mining of the Popular pattern’s and the Incrpop 

tree were shown time effectual based on the results. 
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