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Abstract 
 

Background and objective: A novel face parsing method is proposed in this paper which partition facial image into six semantic classes. 

Unlike previous approaches which segmented a facial image into three or four classes, we extended the class labels to six. Materials and 

Methods: A data-set of 464 images taken from FEI, MIT-CBCL, Pointing’04 and SiblingsDB databases was annotated. A discriminative 

model was trained by extracting features from squared patches. The built model was tested on two different semantic segmentation ap-

proaches – pixel-based and super-pixel-based semantic segmentation (PB_SS and SPB_SS). Results: A pixel labeling accuracy (PLA) of 

94.68% and 90.35% was obtained with PB_SS and SPB_SS methods respectively on frontal images. Conclusions: A new method for 

face parts parsing was proposed which efficiently segmented a facial image into its constitute parts.  
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1. Introduction 

Parsing a facial image into facial components analyze the seman-

tic constitutes such as nose, hair, eyes, mouth, skin and hair. Face 

segmentation is useful in variety of tasks such as face recognition, 

synthesis etc. Haung et al. [1] proved that such parsing is extreme-

ly helpful in mid-level vision features estimation such as pose 

estimation. We argue that face segmentation will solve not only 

problem of pose estimation but also other mid-level vision tasks 

such as gender classification, facial expression recognition, age 

estimation and race classification. 

 

 The problem of face segmentation is already addressed by the 

computer vision community thoroughly. But most of these works 

consider face segmentation as three class or four class problem. 

We evaluated our work on a database we manually labeled. In 

three-class labeling algorithms, semantic label is assigned to three 

prominent classes, skin, hair and background [2, 3, 4, 5, 6]. Four-

class labeling algorithms assign semantic labels to four classes -- 

hair, skin, background, and clothing [7, 8, 9]. Differently from all 

the mentioned approaches, we introduce a new method for face 

segmentation which extends the label set into six semantic classes. 

We performed experiments on low and high resolution frontal and 

profile images. We considered square patches as processing primi-

tives during this work. Three kinds of features: location, color, and 

shape are extracted from each patch.  A Random Decision Forest 

(RDF) classifier is trained using the extracted features. The testing 

phase is accomplished with two approaches PB_SS and SPB_SS. 

Contribution of this work is twofold -- firstly, contributing a la-

beled face database to the research community. Secondly propos-

ing a multi-class face segmentation method. 

 
Fig. 1: PB_SS and SPB_SS results comparison. Testing images on the first 
column, down-sampled images to patches pixel and super-pixels on the 

second column, labeled ground truth on the third column and algorithm 

outputs on the fourth column. 

2. Materials and method 

Most of the segmentation algorithms work at pixel or super-pixel 

level. We used pixel-based approach in training phase. However 

testing phase is accomplished with both PB_SS and SPB_SS. We 

considered square patches as processing primitives. We extracted 

patches from training and testing images while keeping a fixed 

step size. Every patch is classified by transferring the class label to 

the center pixel of each patch. 

 

To capture information from spatial relationship between different 

classes, relative location of the pixel is used as a feature vector. 

Coordinates of the central pixel of each patch are extracted. Rela-
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tive location of the central pixel at position (x, y) of a patch can be 

represented as;  
                                                                              

floc = [ x/W, y/H]  ∈  𝑅2                                                      (1) 

 

Where W is the width and H height of the image. 

 

Color features are extracted from patches by using HSV color 

space. A single feature vector is created for color by concatenating 

hue, saturation and value histograms. We noted that dimension of 

the patch and number of bins has immense impact on the perfor-

mance of segmentation algorithm. We did experimentation to 

investigate the best possible setting for patch size and number of 

bins. Based on those experimental results, we concluded that patch 

size 16×16 and number of bins 32 is the best possible combination 

for our work.  

For extracting shape information we use Histogram of Oriented 

Gradient (HOG) [10] features. Each patch is transformed into 

HOG feature space. Like HSV color, we also investigated for 

proper patch dimension for HOG features. We found that results 

are best on a patch size 64×88.  

All the three features spatial prior, HSV and HOG are concatenat-

ed to form a single unique feature vector fI ∈ R2618 -- where fI is 

the feature vector for patch I(x, y).  

An RDF classier is trained using ALGLIB [11] library implemen-

tation. The trained RDF classifier predicts probability value for 

each pixel. The class label is assign to every pixel based on maxi-

mum probability; 

We investigated two setting for classification: as multiple feature 

concatenation (MFC) and as spatial prior setting (SPS). In MFC 

setting all the three features (spatial information, HSV color and 

HOG) are concatenated with each other to form a single feature 

vector. This feature vector is input to the RDF classifier. Shape 

information is provided as a prior and then classification is per-

formed accordingly in SPS. 

Most of the semantic segmentation algorithms work at pixel or 

super-pixel level. In PB_SS approach, square patches are extracted 

from images with a step size 1. Each patch is classified by a 

trained model separately. The class label is assigned to the center 

pixel of each patch. By such a way, every pixel gets a class label 

from a trained model. SPB_SS algorithm over-segments an image 

by grouping pixels into small meaningful patches that belong to 

the same object. A single image is represented by a multiple visual 

feature space after segmentation. We used SEEDS [12] algorithm 

to over-segment an image into super-pixels. Center of each super-

pixel is found and a patch is extracted around the center point. 

Each patch is passed to a classifier which returns a class-label. The 

overall multi-class semantic segmentation (MC-SS) algorithm is 

summarized in Fig. 2. 

 

 
Fig. 2: Flow of Multi Class Semantic Segmentation algorithm. 

3. Results 

Fig. 1 shows images taken from our database V-4.0. Testing im-

ages are shown in column 1. Images divided into patches and su-

per-pixels for PB_SS and SPS_SS approaches are in column 2 

respectively. Ground truth images are in column 3 and images 

segmented by PB_SS and SPB_SS are in column 4. From the last 

column images, it is very clear that image segmentation results for 

PB_SS are comparatively better than SPB_SS. 

 

Our manually annotated database is a combination of three data-

bases V-2.0, V-3.0 and latest version V-4.0. These images are 

taken from four different databases FEI [13], MIT-CBCL [14], 

Pointing'04 [15] and SiblingsDB database. Detail about download-

ing information is available on the website http://khalilkhan.net/. 

From each of the three databases, six images are taken randomly. 

These images are used to train an RDF classifier. Remaining 446 

images are used for testing purposes. 

 
Fig. 3: Segmentation results for frontal images using PB_SS approach. 

 
Fig. 4: Segmentation results for frontal images using SPB_SS approach. 

4. Discussion 

Some conclusion remarks that emerge from experimental results 

are summarized below. 

4.1. Frontal and profile images segmentation compari-

son 

Most of the methods proposed previously does not provide results 

about pixel based segmentation [1, 2, 3, 4]. In our proposed paper 

results based on pixel based segmentation are provided in the form 

of confusion matrices. The segmentation results in the form of 

confusion matrices are shown in Fig. 3, 4, 5 and 6. Confusion 

matrices for frontal images are in Fig. 3 and 4. Profile images 

results are in Fig. 5 and 6. The results shown in tables for frontal 

images have horizontal and vertical orientation angle 0º each. 

Results for profile images have vertical orientation angle 0º and 

horizontal orientation angle +60º. We performed experiments on 

all images from -90º to +90º with a phase difference of 30º. How-

ever results shown in this paper are just for two phases. From 

confusion matrices it is clear that frontal images results are better 

than profile images. There are two valid reasons for better results 

for frontal images. Firstly, training phase is performed with frontal 

images. Secondly more information is extracted by features for 

frontal images as compare to profile images. 

4.2. Features parameters 

Three parameters needed to be chosen with extreme care i.e., size 

of the patch for HSV and HOG and number of bins in the HSV 

feature. We performed a series of experiments to choose these 

parameters. We find that the PLA is highest with DHSV = 16×16, 

DHOG = 64 × 88 and the number of bins 32. 
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Fig. 5: Segmentation results for profile images using PB_SS approach. 

 
Fig. 6: Segmentation results for profile images using SPB_SS approach. 

4.3. MFC and SPS comparison 

The results obtained with MFC are better than SPS. Performance 

of the SPS is better in case of background however for remaining 

classes SPS has shown very poor performance. Overall PLA of the 

MFC is much better than SPS. 

4.4. Introduction of HOG features 

PLA of the framework increases very less with introduction of 

HOG. However, PLA of the smaller classes increased enormously 

with HOG.  

4.5. PB_SS and SPB_SS Comparison 

Overall PLA of the PB_SS is far better than SPB_SS methods. 

The PB_SS results are better for all classes except back where a 

drop in PLA is noted. A significant decrease in PLA is noted par-

ticularly in smaller and difficult classes (nose, eyes and mouth) 

with SPB_SS. 

4.6. Computational Comparison 

Although overall PLA of the PB_SS is greater but a substantial 

increase in speed is noted with SPB_SS, since the number of 

square patches to be classified by the trained model are reduced 

immensely. 

5. Conclusion  

The problem of multi-class face segmentation is explored in this 

work. A database consisting of 464 labeled face images is manual-

ly annotated taken from three different databases. An RDF classi-

fier is trained by extracting three different kind of features i.e., 

location information, shape and color. The segmentation model 

built is tested on two different semantic segmentation methods 

PB_SS and SPB_SS. Results obtained with PB_SS are better than 

SPB_SS. However, computational speed noted for PB_SS is com-

paratively larger than SPB_SS.  

 

We have planes to explore the current research work in two direc-

tions: improving the current segmentation model and secondly 

exploring some mid-level vision features with the proposed model. 

In first direction, the accuracy of the most problematic classes’ 

mouth nose and eyes can be improved by the addition of rigid part 

detector with current framework. Similarly the labeling consisten-

cy can be enhanced locally by the integration of the current 

framework with Conditional Random Field. Secondly the multi-

class segmentation model developed can be used for the solution 

of many problems such as age estimation, gender classification 

and facial expression recognition.  
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