Enhanced tensor factorization framework using non-negative and probabilistic tensor factorization approaches for microblogging content propagation modelling

N. Baggyalakshmi1*, A. Kavitha2, A. Marimuthu3

1M.Phil, Department of Computer Science, Kongunadu Arts and Science College, Coimbatore.
2Assistant Professor, Department of Computer Science, Kongunadu Arts and Science College, Coimbatore.
3Assistant Professor, Department of Computer Science, Government Arts and Science College, Coimbatore.
*Corresponding author E-mail: baggyanethra@gmail.com

Abstract

With the aim of identifying the user’s preferences, Content propagation modeling from the micro-blogging sites aids diverse organizations. In existing studies, four user behavior aspects were used by the content propagation model that is to say topic virality, user’s position, user susceptibility and user virality. The propagation occurrences are signified as a tensor factorization model so-called V2S is presented with the aim of deriving the behavioral aspects via which the content propagation is designed. On the other hand, it doesn’t comprise the linguistic patterns in the content that decreases the performance of the content propagation. Moreover, by utilizing advanced tensor approaches, the factorization structure is improved. Therefore the performance of the complete system is decreased meaningfully. With the aim of overcoming the aforesaid problems, Enhanced V2S (EV2S) Tensor Factorization framework is presented in this research that make use of the Probabilistic Latent Tensor Factorization (PLTF) as well as Non-negative Tensor Factorization (NTF) in order to derive the behavioral facets. NTF is presented for decreasing the content propagation errors. By making use of fast gradient descent technique, the unreasoned issue, which happens in this model is solved. This research system identifies the reposts as well as re-tweets in huge datasets proficiently with minimum processing time. From the experimentation outcomes, it is proved that the EV2S-PLTF tensor factorization performs better when compared to the previous tensor frameworks.
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1. Introduction

It is probable to contain large volume of data for examining with the improvements in the computational power. We have to utilize proficient techniques for extracting valuable info from that data. The matrix factorization had main effect on non-negative matrix factorization, clustering, collaborative indexing, and latent semantic indexing, in addition to numerous other approaches while regarded as matrix factorization issues. The benefit of matrix factorization depends on its fundamental structure, a matrix that lets higher parallelism in regard to computation. As well, matrix computations are well- known algorithms that are consistent, effective as well as satisfactory [1].

With the notion of finding out and excerpting unseen structure in the provided data, Tensor Factorization (TF) is utilized on multi-way investigation. Numerous models are arose as there are many means to factorize a matrix. E.g., non-negative matrix factorization (NMF), canonical decomposition (CP), NMF-D and NMF2D are generally used tensor factorization models. TF is an outstanding candidate for the domains that is capable of guesstimating missing values when guessing the parameters of the provided model. For performing this, initially, the point guesstimate of the values must be computed. On the other hand, as the correlation amid diverse dimensions is provided by the model itself, the model utilized for TF turn out to be very significant.

The notion of social info propagation is traced back to the idea of viral marketing [2] that takes that notions are propagated by the “word of mouth” in the marketplace. In addition, the info and influence are spread very forcefully through the Internet when compared to the conventional channels. This is stated by Scott [3]. The statement is more appropriate nowadays, and we must thankful to the rise of social networking services. Numerous politicians as well as advertisers exploit Twitter, Face book and other social media services for promoting themselves. Nowadays, for extracting the messages content and get info regarding the social links amid users, a lot of micro-blogging services offer APIs, which facilitate developers.

With the purpose of identifying the correlations amid various communities, Sun et al. [4] make use of data from the Facebook; and for building the associations amid people for examining user conducts in online, micro-blogging social networks Kwak et al. [5] utilize Twitter data. Instead, numerous current researches have concentrated on creating models to imitate influence propagation activities and are assessed by means of some features of the actual propagation phenomenon ([6], [7], [8]). The diverse influence propagation models’ performance is matched up deprived of a
unified evaluation metric. So, provided some kind of diffusion data, it is very hard to choose which influence propagation model is the most appropriate one with equivalent parameters. A novel restrained based Stochastic Gradient Descent (SGD) solution for the extensive least square is examined in [9]. It uses the averaging hyper-plane as the anticipated hyper-plane. Particularly, it defined the convergence rates as well as the regret bounds for this technique. Constrained SGD works similar to a full second order method on the other hand with easy computation compared to 2SGD. In Constrained SGD, the optimal regret \( O(\log T) \) is attained, while adopting an equivalent learning rate approach. By means of experimental outcomes, the hypothetical advantages are discussed.

The Stanford analyzer is constructed on Recursive Neural Tensor Network RNTN utilized and it gets the input phrases and signify via word vectors as well as parse tree, after that by means of the similar tensor based composition function, calculate vectors for higher nodes in the tree. Not like bag of words methods; it precisely takes the emotion by providing negative outcomes for the denial of positive phrases. Principally, this research was concentrated on compositionality in vector spaces, semantic vector spaces, deep learning, logical form, and sentiment analysis. The emotion of every tweets got from this analyzer would be kept in database. On the other hand, the particular feature doesn’t comprise the linguistic patterns in the content that decreases the performance of the content propagation. This study concentrated on giving positive and typically sparse common factors or hidden (latent) components with physical meaning and interpretation. For deriving the four behavior features, the research method is Enhanced V2S framework comprises Probabilistic Latent Tensor Factorization (PLTF) and Non-negative Tensor Factorization (NTF). Therefore the propagation prediction is improved meaningfully.

2. Related work

Former methods for excerpting particular info from HTML. Web documents date back to the late nineties and are today usually called wrapper induction systems [10]. Numerous wrapper induction systems work in a partially automated way, need physical labeling of appropriate passages for every site template, that is to say that the product pages on Amazon.com (http://www.amazon.com). Therefore, from examples, wrappers are learned inductively. Normally, GUIs encourages the labeling process [11]. In [12], Lerman et al initially noticed the dissimilarities amongst propagation behaviors of the micro-blogging users’ and those of other social systems and suggested that data could spread improved in micro-blogging networks. In [13], Wu et al, identified a two-step procedure that the data originating from the media broadcast in Twitter: (1) the data transfers from media to an intermediary layer of “opinion leaders”, (2) the data transfers from the users in middle layer to their group who are less related to the media.

In [14], Suh et al explained that the survival of URLs as well as hash tags in a tweet contain robustly association with its retweetability, when the number of previous tweets of a user doesn’t impact the user’s likelihood of retweeting. In [15], Petrovi et al recurrent this conclusion in addition it sets up that authors’ reliability contains hopeful properties on a tweet’s retweetability. Later, in [16], the affirmative consequences of authority features such as constancy, proficiency, and attraction was explained by Liu et al.

In [17], Romero et al found that Twitter users illustrate various conducts while spreading hash tags of various sort as well as topics. They differentiated the behavior dissimilarities amid users by the likelihood that a user presumes a hash tag subsequently repetitive experience to the hash tag. In conscientious, they identified that the approval of diplomatically provocative hash tags is chiefly extravagant by many recurrent revelations. On the contrary, such recurrent revelations contain minimum consequence on the acquiescence of conversational hash tags.

In 2012, Mukherjee et al utilized an insubstantial technique for making use of discourse associations for polarity identification of tweets. This technique is focused in the direction of the web-based applications, which handle unstructured text, noisy text, such as the tweets, and could not meet the expense of using heavy linguistic resources such as parsing because of recurrent failure of the parsers to deal with noisy data. Numerous works in micro-blogs, such as Twitter, utilize a bag-of-words model, which disregards the discourse elements such as since, but, although and so on. It indicates how the discourse associations such as the connectives as well as conditionals are utilized to integrate discourse info in any bag-of-words method, for enhancing sentiment classification accurateness. Discourse associations and equivalent rules are found with minimal processing - simply a list search. It initially provides a linguistic explanation of numerous discourse associations that brings about conditions in rules and features in SVM. It proves that our discourse-based bag-of-words model works fine in a noisy medium (Twitter) and it does superior to previous Twitter-based application.

In 2005 Shashua et al utilized techniques for identifying a positive n-dimensional tensor factorization (n-NTF) that comprises the non-negative matrix factorization (NMF) as a specific instance. It inspires the usage of n-NTF in 3 data analysis fields: (i) association to latent class models in statistics, (ii) sparse image coding in computer vision, and (iii) model selection issues. It derives a“direct” positive-preserving gradient descent algorithm in addition to an alternating approach dependent upon recurrent numerous rank-l issues.

3. Proposed methodology

In the research method, user virality, the topic virality, behavioral factors, linguistic features, and user susceptibility factors proficiently identify the content most subsequently to the users. Therefore the features are explored as well as it is identified that the user’s location in the network and as well acts an important role to identify the content type and user behavior dependent upon it.

3.1. Linguistic features in V2S tensor factorization

In the entire eight features, four of them are linguistic naturally, signifying they consider syntax and distribution of characters or tokens:

- **Average sentence length**: It is apparently greater for informative content blocks compared to clutter. For example, text within link lists is fairly limited in regard to sentence length.
- **Number of sentences**: It is known as Continuous text, for example, news articles, inclined to be made up of numerous sentences. Therefore, informative text blocks are anticipated to fulfill the corresponding threshold by revealing superior values.
- **Character distribution**: Working on simple characters more willingly than the token level or sentence level, the feature at hand gauges the proportion of alphanumerical characters in the text block as contrasting to non-alphanumerical characters. The assumption is that content blocks contain a greater proportion for numbers and letters.
- **Stop-word ratio**: Stop-words are the terms, which comes more often in text and accept no intrinsic information gain. Examples in English are she” or “this”. It calculates the proportion of stop-words in regard to nonstop-words by utilizing stop-word lists from 14 languages. After that it takes the argmax of all 14 ratios that provides us as a by-product the language the text is written in.

The improved V2S framework comprises \((u, v, m, p)\) here \(m\) is known as a content item produced by user \(u\) at position \(p\) of \(u\), and open to user \(v\) at position \(p\) of \(v\). The binary variable \(\delta_{uwmp}\) represents if the user \(v\) accepts the \(m\) content i.e. \(\delta_{uwmp} = 0 \text{ or } 1\) based upon the positive or negative propagation observation. The improved V2S framework utilizes \(\delta_{uwmp}\) dependent upon topic virality and users position \(p\) in the network, topic specific susceptibility of \(v\) the topic-specific virality of \(u\). While taking a
propagation observation \((u, v, m, p)\), the probability is supposed that \(v\) accepts \(m\) is by (i) \(m\)'s topic distribution \(D_m = (D_{m1}, \ldots, D_{mk})\), (ii) \(u\)'s topic specific virality \(V_u\), (iii) topic virality \(t\); (iv) \(v\)'s user susceptibility \(S_u\) and (v) position of user in the network.

In the improved V2S framework, by means of higher informative content, the average sentence length is computed. Character distribution, the number of sentences, and stop word ratio are taken in the linguistic features.

The stochastic gradient descent (SGD) technique is a radical simplification. Rather than calculating the gradient of \(\text{Ent}(fw)\) accurately, every iteration guesstimates this gradient based on a solitary arbitrarily chosen example \(zt\):

\[
w_{t+1} = w_t - \gamma \nabla_w (z_t, w_t)
\]

(1)

The stochastic process \(\{wt, t = 1, \ldots\}\) based upon the samples arbitrarily chosen at every iteration. As the stochastic process doesn’t want to recollect which examples were visited for the period of the former iterations, it could process examples on the fly in a deployed system. In those instances, the stochastic gradient descent unservingly enhances the anticipated risk, as the examples are arbitrarily drawn from the ground-truth distribution.

For deriving the user behavior, \(t\)-ary V2S tensor factorization \(\text{NTF}\) algorithm in training dataset and

\[
x \approx \sum_{r=1}^{R} a_r b_r c_r d_r e_r
\]

(2)

Here, the rank of the tensor is denoted by \(R\), the values of the tensor core is denoted by \(\lambda\), \(L = \text{diag}(\lambda)\), and the outer product \(a_r b_r c_r d_r e_r\) denotes the component \(r\), with \(r = 1, \ldots, R\). The vectors \(a_r, b_r, c_r, d_r\) and \(e_r\) correspondingly give the level of membership of the users to the component \(r\), the level of membership of the features to the component \(r\), and the temporal activation of the component \(r\).

These vectors are encrypted in five behavioral matrices known as factor matrices. So, the guesstimate in Eq.(1) is revised in the Kruskal form

\[
X \approx [L, A, B, C, D,E]
\]

For getting the factor matrices, and therefore the estimated tensor, must resolve an optimization issue of the form:

\[
\min ||X - [L, A, B, C, D,E]||^2_F \\
\text{s.t.} \lambda, A, B, C, D, E \geq 0
\]

Here \(\|\|_F\) is known as the Frobenius norm, and non-negativity restraints are enforced on the factor matrices.

For examining the appropriate amount of components, that is to say rank, the research method utilizes the Core Consistency Diagnostic (CORCONDIA). This technique lets for calculating the core consistency value for every simulation.

Specially, the Core Consistency (CC) values give an assessment of the nearness of the calculated decomposition to the ultimate one. By comparing the core tensor \(L\) of the decomposition to a super-diagonal tensor \(G\), this is accomplished, that is to say that a tensor containing entries equivalent to \(1\) on the diagonal and \(0\) or else

\[
CC=100 \left( \frac{\sum_{l=1}^{R} \sum_{m=1}^{R} \sum_{n=1}^{R} (\hat{\lambda}_{lmn} - \lambda_{lmn})^2}{R^2} \right)
\]

(3)

Here, \(\hat{\lambda}_{lmn}\) are known as the entries of the core tensor \(L \in \mathbb{R}^{R \times R}\) and \(\lambda_{lmn}\) are the entries of the ideal core \(G \in \mathbb{R}^{R \times R}\). The core consistency contains an upper bound: its values could not surpass \(100\). Consequently, greater values of the core consistency signify greater resemblance amid the cores, when less values specify that the model chosen is difficult. Lastly, the core consistency could presume negative values, therefore representing that the model chosen is unsuitable.

When the amount of components and the equivalent factor matrices are found, the system could examine the information given by the factor matrices. Lastly, the system could get better the temporal activation of every component in the columns of the factor matrix. This info is utilized to examine the progression of every excerpted behavior [20].

3.3 Probabilistic latent tensor factorization (PLTF)

PLTF [21] is a framework for computing the KL and EU cost functions by means of full Bayesian inference for any tensor factorization duplication. The authors conquered the dualism amongst exponential families as well as Bregman divergences that allowable them to hypothesize the TF crisis into an inference crisis of a probabilistic graphical duplication with Gaussian or Poisson technique that reduce to a factor estimation issue. Authors as well discard to message passing to added reduce the replication into a series of primitive matrix process. With the aim of achieving this, they started a notation that is identical to undirected probabilistic
graphical duplications for TF. This notation produces the replication useful for numerous application domains identical to network investigation, audio processing, collaborative filtering or vision. All of them must be anticipated mainly for the application domain.

PLTF generative model is discrete as:

\[ \Lambda(w) = \prod_{a} Z_a(w_a) \text{intensity} \]

\[ S(w) \sim \text{PD}(S; X(w)) \text{KL cost} \]

\[ X(w_0) = \sum_{w_0} S(w) \text{observation} \]

\[ \hat{X}(w_0) = \sum_{\hat{w}_0} \Lambda(w) \text{parameter} \]

\[ M(w_0) = \begin{cases} 0 & \hat{X}(w_0) \text{is missing} \\ 1 & \text{otherwise} \end{cases} \]

In the replication, \(\Lambda(w)\) is denoted as latent intensity field. Because of the reproductive possessions of the Poisson distribution, the observation \(X(w_0)\) as well as the cost \(S(w)\) contain identical type of distribution. Consequently the crisis of minimization the distance amongst investigation and valuation turn out to be maximization of \(\log(p(X|Z_{1:n}))\). The missing standards in the observation replica is hold by the probability maximization:

\[ p(X,S|Z) = \prod_{w} \left( p(X(w_0)|S(w)) p(S(w)|\Lambda(w)) \right)^{M(w_0)} \]

Grounded on the user behavior parameters, \(I(\delta_{u,v,m,p})\) is resultant through PLTF as:

\[ I(\delta_{u,v,m,p}) = \mu(u,v,m,p)^{\delta_{u,v,m,p}} (1 - \mu(u,v,m,p))^{(1 - \delta_{u,v,m,p})} \]

The loss function \(R_{l,t}(u,v,m,p)\) is computed as

\[ R_{l,t}(u,v,m,p) = -\delta_{u,v,m,p} \ln(\mu(u,v,m,p)) - (1 - \delta_{u,v,m,p}) \ln(1 - \mu(u,v,m,p)) \]

Subsequent to admission the \(I(\delta_{u,v,m,p})\) and the loss function \(R_{l,t}(u,v,m,p)\), the evaluation of \(L(I,V,S,P)\) is implemented through the fast gradient as mentioned over to build a procedure pool and the computation procedure for \(\sum_{u,v,m,p \in O} R_{l,t}(u,v,m,p)\). The process pool is subjugated to reduce the running time in computing the gradients and rereading the variables mainly for greater tweet datasets.

4. Performance evaluation

The performance of the presented enhanced V2S (will be denoted as EV2S) framework is assessed in this part, and evaluations are done by comparing with the previous V2S framework. The performance parameters called Area under the Precision Recall Curve (AUPRC), precision (@10%) and running time are utilized. The evaluations are done amid previous V2S-based probabilistic factorization model (V2S-PF), V2S-based numerical factorization model (V2S-NF) and the M-V2S-based HOSVD (MV2S-HOSVD) and M-V2S based PLTF (MV2S-PLTF) framework models.

4.1. Dataset

The Twitter dataset (as utilized in [22]) is a huge quantity of tweets gathered previously the 2012 US presidential election. With the aim of building this corpus, initially a set of 56 seed users are physically chosen. These are greatly-followed as well as politically-concerned Twitter users, comprising main US politicians, for example Mitt Romney, Barack Obama, and Newt Gingrich; famous political bloggers, for example Red State, America Blog and Daily Kos; and political units of US news media, for example CNN Politics, and Huffington Post Politics. The group of users was extended by including each and every users subsequent to no less than three seed users with the aim of obtaining numerous politics savvy users. Finally, the subsequent network amongst those users and all their tweets posted for the period of the first two weeks of October 2012 are crawled. This duration comprises numerous events associated with the 2012 US presidential election, for example, the national conventions of democratic as well as republican parties, and the debates amid presidential candidates. This dataset comprises network as well as content propagation for a huge set of Twitter users’ vigorously contributing US politics for the time of a politically active period. So, we guess tweets in this dataset to be finely read, and greatly retweeted. The crawled data spans over 14 days, split it into 10 sliding windows: every window spans 5 days, and the sliding step is 1 day. Approximately, in every time window, roughly 4% of tweets are retweeted and every tweets produced about 3.5 retweets, bringing about 14% of the entire tweets are retweets.

4.2. Comparison results

AUPRC

Area under the Precision Recall Curve (AUPRC) for the previous and presented approaches are matched up with the global retweet prediction task as well as personalized retweet prediction task.

\[
\begin{array}{c}
\text{V2S-PF} \\
\text{MV2S-HOSVD} \\
\text{MV2S-PLTF} \\
\text{EV2S-NTF}
\end{array}
\]

Figure 1a: Global retweet prediction task

\[
\begin{array}{c}
\text{V2S-PF} \\
\text{MV2S-HOSVD} \\
\text{MV2S-PLTF} \\
\text{EV2S-NTF} \\
\text{EV2S-PLTF}
\end{array}
\]

Figure 1b: Personalized retweet prediction task

Figure 1a & 1b depicts the evaluation of V2S, MV2S and EV2S frameworks for global and personalized retweet prediction activities correspondingly in regard to AUPRC. According to the graphs, it is proved that the presented EV2S-PLTF, EV2S-NTF based factorization approaches does superior to the MV2S and V2S based factorizations with greater values of AUPRC.
Precision

Precision of the factorization models are associated for example topic distribution for every user that is completely skewed to 10% of overall K topics with the aim of creating every user’s tweets concentrates on just certain topics.

Figure 2a: Precision Vs topics

Figure 2b: Precision Vs users

Figure 2c: Precision Vs Score width

Figure 2 a), b), c) depicts the evaluation of the factorization approaches in regard to precision (@10% topics) regarding topics, users and score width correspondingly. According to the graphs it is identified that the presented EV2S-NTF, EV2S-PLTF based factorization gives greater precision values compared to the previous MV2S and V2S based approaches. Therefore the effectiveness of comprising linguistic features as the fifth behavior factor is justified.

Runtime

The runtime of the factorization frameworks are matched up with the amount of users and the topics.

Figure 3a: Runtime Vs Users

Figure 3b: Runtime Vs Topics

Figure 3 a) & b) depicts the runtime evaluation of the factorization techniques in contradiction of the amount of users and amount of topics correspondingly. It is proved that the presented EV2S-NTF, EV2S-PLTF based factorization approaches contain minimum runtime compared to the MV2S and V2S based factorization approaches. Therefore from the outcomes it is proved that the EV2S-NTF, EV2S-PLTF based factorization approaches does superior in micro-blogging content propagation modeling with greater values of performance metrics.

5. Conclusion and future work

This work presented Enhanced V2S factorization framework by uniting Probabilistic Latent Tensor Factorization (PLTF) techniques and Non-negative Tensor Factorization (NTF). This model takes linguistic features in the network as a behavior factor in the company of the other factors called user’s topic virality, position, user susceptibility and user virality. By means of presented EV2S-NTF and EV2S-PLTF technique, Data
representation for tensor factorization is improved very proficiently. It initially produces improved tensors and after that factorizes the tensors concurrently over the EV2S model.

The most followed content is guaranteed by means of user’s position as well as the finest linguistic features. The improved tensor factorization framework enhances the identification of content propagation. Stochastic Gradient Descent (SGD) technique is presented for resolving the unrestrained optimization issue. It is a stochastic guessimate of the gradient descent optimization technique for reducing an objective function. The experimentation outcomes prove that by means of the research model, improved content propagation modeling is attained. As a result the research model is extremely effective, while explored extra choices it is identified that the linguistic patterns in the tweets participate significantly to the content propagation modeling. Henceforth, sentiments are regarded to implement the overall system performance. As well, it could expand the SGD method that needs previous acquaintance regarding the uneven data to estimate the optimization issue.
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