Extraction of Meaningful Information from the Web: a Brief Survey
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Abstract

There is an explosive growth of information on Internet that makes extraction of relevant data from various sources, a difficult task for its users. Therefore, to transform the Web pages into databases, Information Extraction (IE) systems are needed. Relevant information in Web documents can be extracted using information extraction and presented in a structured format. By applying information extraction techniques, information can be extracted from structured, semi-structured, and unstructured data. This paper presents some of the major information extraction tools. Here, advantages and limitations of the tools are discussed from a user's perspective.
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1. Introduction

Due to tremendous increase in Web, an abundant amount of information exists online. As Web information is of heterogeneous nature, only browsing and searching are used to access this information [20]. Since most of this information is only available in the form of HTML documents, collected information is not suitable for insertion in the information systems. Therefore, a considerable amount of human effort is needed to translate the collected information into a structured format that can be handled by automated systems. For effective management of Web data, relevant information needs to be extracted and translated into the structured format. Such translation of unstructured information into structured information is aimed by Information Extraction (IE) tools which identify relevant information. Extraction rules are used for recognizing the portions of a document that contain relevant information. These extraction rules are suitable for information extraction from a Web site. These set of rules is called a wrapper [19].

2. Web Mining

It extracts information from Web hyperlink structure, Web page contents, and Web data usage. Tasks of Web mining can be grouped as - Web structure mining, Web content mining and Web usage mining [21].

2.1. Web structure mining

It finds information from hyperlinks that represent the Web structure. It aims at developing techniques to analyze hyperlinks for collective assessment of quality of Web page. It discovers link structure of the hyperlinks among the documents.

2.2. Web content mining

It discovers the useful information from contents of Web page such as text, images and audio/video files. It focuses on techniques for helping a user to find contents that meet certain criteria [21].

2.3. Web usage mining

It finds access patterns based on server logs which record navigation of each user from every click made by each user [21]. The user behavior is predicted while user is interacting with the Web [13].

3. Web Information Extraction Tools Taxonomy

Taxonomy presented here is based on the techniques considered by these tools to build a wrapper. These tools are classified in the following groups; HTML aware tools, NLP based tools, Wrapper Induction tools, Modelling-based tools, and Ontology-based tools. Here, main features of these tools from each group are described.

3.1. HTML aware Tools

These tools use structural features of HTML documents to achieve extraction of data. HTML documents are converted into a parse tree, and then the extraction process is performed. Then extraction rules generation is performed semi-automatically and these rules...
are applied to the tree. XWRAP [12], and RoadRunner [15] are some of the tools based on this approach.

3.2. NLP based Tools

These tools use NLP for learning extraction rules to extract relevant data present in Web pages. The techniques applied by such tools are filtering, syntactic and semantic tagging for building the relationships. The Web pages those consist of unstructured data, such as advertisements, can use NLP-based tools more appropriately. RAPIER [5], SRV [6], and WHISK [7] are the tools that use this approach.

3.3. Wrapper Induction Tools

These tools do not depend on linguistic constraints instead pay more attention to formatting features. Due to this, these tools are more appropriate for Web pages than previous tools. WIEN [1], SoftMealy [3], STALKER [8] and CTVS [22] are the tools that use this approach.

3.4. Modelling-based Tools

The tools in this category work in the following manner – a target structure for objects of interest is given, and then the tools locate portions of data in Web pages that follow the given structure. The structure is furnished in keeping with modeling primitives that follow an inherent data model. Tools such as NoDoSE [4] and DEByE [10, 17] adopt this approach.

3.5. Ontology-based Tools

All previous approaches consider structure of Web page. These tools rely directly on data for achieving data extraction. Ontology can be used to discover data that exists in the Web page and to construct objects with them in a given domain. The work of the Data Extraction Group at Brigham Young University represents ontology-based approach [9].

4. An Overview of Web Information Extraction Tools

4.1. HTML aware Tools

XWRAP – It is a tool that constructs wrappers semi-automatically [12]. The task of wrapper building is made easy by providing user friendly interface. There are two phases in wrapper generation process: first, structure analysis, and the second, source-specific XML generation. First the bad HTML tags are cleaned up, syntactic errors are removed, then a parse tree is generated from the document and finally, the extraction process is accomplished. XWRAP tool then interacts with users through different extraction steps to identify regions, useful hierarchical structures of the page and semantic tokens. Finally, a wrapper for a specific source is given as an output. Further, within the object extraction step, pre-defined data extraction heuristics are deployed that are designed for HTML pages. User should understand the HTML parse tree, also should be able to identify the tags that separate rows and columns in a table. Therefore this system requires special expertise of users [20]. Table 1 shows experimental results followed by discussion.

<table>
<thead>
<tr>
<th>Data Source</th>
<th>Fetch Time (ms)</th>
<th>Expand Tree Time (ms)</th>
<th>Extraction Time (ms)</th>
<th>Generation Time (ms)</th>
<th>Total Time (ms)</th>
<th>Correlation Doc/Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>NOAA</td>
<td>439</td>
<td>1</td>
<td>8531</td>
<td>3841</td>
<td>1128</td>
<td>1852</td>
</tr>
<tr>
<td>CIA Fact Book</td>
<td>190</td>
<td>7</td>
<td>11916</td>
<td>4709</td>
<td>3902</td>
<td>2304</td>
</tr>
<tr>
<td>Buy.com</td>
<td>690</td>
<td>8</td>
<td>7777</td>
<td>2748</td>
<td>838</td>
<td>1890</td>
</tr>
<tr>
<td>Stockmaster</td>
<td>197</td>
<td>2</td>
<td>5489</td>
<td>1412</td>
<td>468</td>
<td>9973</td>
</tr>
</tbody>
</table>

Table 1 shows the execution time of wrappers. It can be observed that the time taken to process form-oriented pages (e.g. NOAA, Stockmaster) is almost the same. The correlation between input document size and total elapsed processing time, for variable-sized pages in Buy.com and CIA Fact Book, has been computed. For Buy.com correlation is 0.66 and for CIA Fact Book it is 0.93. Higher value of correlation indicates high selectivity i.e. same input and output size for CIA Fact Book, and lower value of correlation indicates lower selectivity i.e. input is almost 10 times the output size for Buy.com. It indicates that the wrappers are performing consistently [12].

W4F – It is a tool for generating wrappers [16]. In this tool, the process of wrapper development consists of three phases: the description about accessing the document is given by user in the first phase. The pieces of data to be extracted by user are described in the second phase and in the third phase, user declares which structure to be used for storing extracted data. A page is accessed from the Web, cleaned and then input to a parser for construction of a parse tree that follows Document Object Model (DOM) [23]. Then data is located in the parse tree using extraction rules. The extracted data is stored into Nested String List (NSL), the internal format of W4F. HTML Extraction Language (HEL) is used by W4F to express extraction rules that uses path in the HTML parse tree to address the data to be located. A given Web document, after the annotation with additional information is presented to the user [18].

4.2. NLP based Tools

SRV - It is an information extraction algorithm that works in top-down manner [6]. In [14], Freitag proposes an SRV system that takes tagged documents as input and some features are extracted those describe the tokens which can be extracted from a document. It relies on token-oriented features. These features are classified as simple or relational. A function mapping a token to some discrete value is simple feature whereas a token is mapped to another token by relational feature. SRV could extract from HTML pages because of the existence of HTML-specific features in its feature set.

WHISK – It is a tool that extracts data from text documents [7]. Given a training set of pages, WHISK generates regular expressions that are used to recognize the context of relevant instances (i.e. sentences) and the delimiters of such instances. The extraction rules are created by using tagged training instances and then the accuracy of the proposed rules is tested. In WHISK, the rules are induced in top-down fashion. They are started from the most general rule covering all instances, and then added one term at a time to extend it further. WHISK is multi-slot i.e., several records can be extracted from a single document.

4.3. Wrapper Induction Tools

STALKER –It deals with hierarchical data extraction [8]. A concept of Embedded Catalog Tree (ECT) is introduced that describes the structure of pages. ECT represents the structure of a page as a tree. The list of k-tuples is represented by the internal nodes of the ECT, in which each item in the k-tuple can be either a leaf l or another list L, called embedded list. In ECT, the complete sequence of tokens is represented by the root and each internal node is associated with portions of the sequence and each leaf node is an attributes to be extracted. STALKER is appropriate to extract
data from hierarchically structured data sources [19]. The wrapper requires a rule to extract every node in the tree from its parent. Additionally, for every list node, the wrapper needs a listing iteration rule for obtaining individual tuples by decomposing the list [20].

**ShopBot** is a domain-independent comparison-shopping agent [2]. It is devoted to extracting information from pages related to Web services [19]. ShopBot operates in two phases: first, learning phase and second, online comparison-shopping phase. Learning phase is performed offline. During this phase, ShopBot generates symbolic vendor descriptions of each site. Together with the domain description, this knowledge is used in comparison-shopping phase for finding products at this vendor. In first phase some simple heuristics are used to identify an appropriate search form, and to determine how to fill in the form. Then the learner must distinguish the format of product descriptions from the result page. The learning algorithm is capable of framing the type of formats of the products, but it cannot get the labels of the information slots. In second phase, information is extracted from the sites by using learned vendor descriptions and the best price is found for the product specified by the user [11].

**CTVS** – This approach extracts data automatically from query result pages [22]. CTVS follows two-steps for records extraction from a query result page.

1. **Record extraction** identifies the query result records (QRRs) in query result page. It has two sub-steps: first, data region identification and second is segmentation. **Record extraction** takes place as per the steps discussed next. First of all, in the **Tag Tree Construction** step, a tag tree is built for a query result page. In the tag tree, each node represents a tag in the HTML page and the tags enclosed inside it are its children. All possible data regions contain dynamically generated data and these are identified by the **Data Region Identification** module. As per the tag patterns, identified data regions are then segmented into data records by **Record Segmentation** module. Then the data regions that contain similar records are merged by **Data Region Merge** module from the segmented data records. Finally, one of the merged data regions is selected randomly as the one that contains QRRs by **Query Result Section Identification** module.

2. **Record alignment** - The data values for the same attribute need to be aligned into the same column in the table, so **Record alignment** aligns the data values of the QRRs into a table.

**Record alignment** takes place in three steps explained as below -

i. **Pairwise QRR alignment** – In this step the data values are aligned in a pair of QRRs.

ii. **Holistic alignment** - In this step the data values present in all QRRs are aligned.

iii. **Nested structure processing** - In this step the nested structures that are present in QRRs are identified.

### 4.4 Modelling-based Tools

**NoDoSE** - It determines the structure of documents semi-automatically and extracts data from these documents. The user can hierarchically decompose semi-structured documents [4]. The documents are decomposed in different levels. For each level of decomposition, first, the user builds an object with the complex structure, and then this object is decomposed in other objects having a more simple structure. This is accomplished by a mining component. The two heuristic-based mining components are used to derive the grammar of input documents. One component is used to mine text files whereas the other parses HTML code.

**DEByE** - It is a tool for wrapper generation that receives example objects as input from a Web document [10, 17]. Then extraction patterns are generated that permit extraction of new objects from other similar documents. The novelty of the tool is in the fact that examples are specified by user according to a structure of his liking and that this structure is described at example specification time. The patterns that allow extracting data from new documents are then generated by using examples provided by the user.

<table>
<thead>
<tr>
<th>Tools</th>
<th>Tool Type</th>
<th>User Expertise</th>
<th>Features Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>XWRAP</td>
<td>HTML-aware</td>
<td>Programming</td>
<td>DOM tree</td>
</tr>
<tr>
<td>W4F</td>
<td>HTML-aware</td>
<td>Programming</td>
<td>DOM tree path dressing</td>
</tr>
<tr>
<td>SRV</td>
<td>NLP-based</td>
<td>Labelling</td>
<td>Syntactic/Semantic</td>
</tr>
<tr>
<td>WHISK</td>
<td>NLP-based</td>
<td>Labelling</td>
<td>Syntactic/Semantic</td>
</tr>
<tr>
<td>STALKER</td>
<td>Wrapper Induction</td>
<td>Labelling</td>
<td>HTML tags</td>
</tr>
<tr>
<td>ShopBot</td>
<td>Wrapper Induction</td>
<td>Labelling</td>
<td>HTML tags</td>
</tr>
<tr>
<td>CTVS</td>
<td>Wrapper Induction</td>
<td>No manual intervention required</td>
<td>DOM tree</td>
</tr>
<tr>
<td>NoDoSE</td>
<td>Modelling-based</td>
<td>Labelling</td>
<td>HTML tags</td>
</tr>
<tr>
<td>DEByE</td>
<td>Modelling-based</td>
<td>Labelling</td>
<td>HTML tags</td>
</tr>
</tbody>
</table>

### 5. Conclusion

In this paper we have presented major information extraction tools for building wrappers for information extraction from Web documents. In these tools, the focus is on simplifying the wrapper building task that is traditionally achieved by writing code in different programming languages like Java. We have considered the type of technique used by these tools for building wrappers while presenting the taxonomy of these tools. From Table 2, it can be observed that CTVS requires no user expertise as it extracts the information automatically. However, it works on some assumptions like each QRR page will have at least two QRRs. Therefore, CTVS cannot extract the information from the pages that contain single QRR. Hence, there is a need to have a tool which can extract information from the pages that contain single QRRs also.
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