Effect of Dimensionality Reductions Technique in Modelling and Forecasting River Flow
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Abstract

The ability of obtain accurate information on future river flow is a fundamental key for water resources planning, and management. Traditionally, single models have been introduced to predict the future value of river flow. This paper investigates the ability of Principal Component Analysis as dimensionality reduction technique and combined with single Support Vector Machine and Least Square Support Vector Machine, referred to as PCA-SVM and PCA-LSSVM. This study also presents comparison between the proposed models with single models of SVM and LSSVM. These models are ranked based on four statistical measures namely Mean Absolute Error (MAE), Root Mean Square Error (RMSE), Correlation Coefficient (r), and Correlation of Efficiency (CE). The results shows that PCA combined with LSSVM has better performance compared to other models. The best ranked models are then measured using Mean of Forecasting Error (MFE) to determine its forecast rate. PCA-LSSVM proven to be better model as it also indicates a small percentage of under-predicted values compared to the observed river flow values of 0.89% for Tualang river while over-predicted by 2.08% for Bernam river. The study concludes by recommending the PCA as dimension reduction approach combined with LSSVM for river flow forecasting due to better prediction results and stability than those achieved from single models.
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1. Introduction

The prediction of river flow values is undeniably crucial especially for a sound planning and smooth operation of water resource management system. It is important as the information obtained from the prediction process will be beneficial in water management by optimizing the management of water resources and help in prevent natural disaster such as flood control [21].

There are variety of statistical modelling approaches that have been developed for a reliable prediction of river flow such as the physically based distribution model and empirical models. Physically based distribution model known as knowledge-driven modelling requires various information pertaining the catchment area whilst empirical models, known as data-driven modelling requires only set of historical data and mathematically identifies the connection between the inputs and output data. In river flow forecasting, data-driven model, which uses only historical river flow data has becomes increasingly popular as it offers fast computational time, requires minimum information without losing its accuracies [19, 20, 38, 48].

In the past, several models such as Regression analysis and Box-Jenkins have been used to forecast the future river flow values. However, with the development of advanced Artificial Intelligent (AI) methods which based on the machine learning technique, various other forecasting models have emerge every day. The statistical learning framework proposed by Vapnik [42, 46] has led to the introduction of the kernel-based Support Vector Machine (SVM). SVM has been introduced as the new statistical learning technique due to its strong theoretical statistical framework and has gained popularity due to various promising features such as better empirical performance, robustness, resistant to over-fitting problem and etc. With that, SVM has been successfully applied to solve various problems such as data mining, classification, regression, bioinformatics, feature recognition, and time series forecasting [18, 24, 29, 30, 39, 44, 51, 53].

Previous researchers suggested that SVM could be applied to hydrological time series with a nonlinear nature to achieve a better prediction performance than linear modelling approaches. Therefore, SVM received wide attention in modelling and forecasting hydrological processes such as rainfall-runoff forecasting [7, 8], flood-stage forecasting [51], stream flow forecasting [9, 24, 28], sediment yield [29, 30] and reservoir inflow forecasting [23, 24, 25].

In 2005, Suykens and Vandewalle introduces a least square version of the original Support Vector Machine known as LSSVM. LSSVM was modified from the existed SVM and encompasses similar properties as SVM. LSSVM has been successfully applied to diverse fields such as pattern recognition and regression problems [9, 12, 17]. In water resource management, LSSVM method started to receive wide attention. Several studies have been carried out using LSSVM in the modelling of environmental and ecological systems, such as water quality prediction [52], lake water pollution, hydrological time series, and river flow forecasting [4, 38, 40, 54], and rainfall-runoff [33].
Hydrological time series may be contaminated by various noises, hence data pre-processing are crucial to eliminate the noises and smooth out the data before further action. There are plenty data pre-processing technique. One of the commonly used technique is dimensionality reduction and Principal Component Analysis (PCA) is a well-known method for that purpose. PCA was first introduced by Karl Pearson in 1901 and was further developed by Hotelling in 1930 [14]. The central idea of PCA is to find the right projection of the data and this can be achieved by projecting the large interrelated variables into a smaller set of derived variables, while retaining as much as possible of the variation present in the data set. Over the years, PCA has been successfully employed in various areas such as in pattern recognitions [45], time series forecasting [35], process monitoring [2], etc. Improving the forecasting accuracy is fundamental but it is a difficult task faced by decision-makers in many areas. Various studies showed that the prediction’s accuracy can be improved by using hybrid or combination models and it has become a common practice to improve the forecasting accuracy [53]. Several studies have proven that hybrid models can be an effective way to improve the predictions achieved by any models that are used separately [53].

In recent years, more hybrid forecasting models have successfully solved many prediction problems. The aim of this research is to study the effect of forecasting performance using dimensionality reduction technique and combined it with forecasting model of SVM and LSSVM. The performance of developed PCA-SVM and PCA-LSSVM are then evaluated against single models and it is shown that the proposed model yielded more accurate results with less error.

2. Methodology

2.1. Principal Component Analysis (PCA) Model

PCA is a well-known technique for noise or dimensionality reduction and feature extraction without jeopardizing the accuracy of the model. With that capability, PCA has become to most used technique in data analysis. In PCA, the dataset is first transform into a correlated variables into smaller numbers on uncorrelated variables called principal components (PC). The obtained eigenvalues are then sorted in descending order of the corresponding eigenvectors, which later makes the number of PC in the datasets can be reduced. The first few PC contained the highest variance of the dataset and reduces from step to step [16]. As the first PC contain the highest variance, therefore it is the most informative PCs among others.

Suppose that \( n \) original observation are taken from \( X_1, X_2, \ldots, X_n \) with the covariance matrix \( \Sigma \) with eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq 0 \). Therefore, the first principal component of \( Y_i \) is a linear combination for X’s original variables is defined as:

\[
Y_i = \sum_{j=1}^{k} a_{ij} X_j
\]

\[= a_{i1} X_1 + a_{i2} X_2 + \cdots + a_{in} X_n, \quad \text{...}(1)\]

where \( a_{i1}, a_{i2}, \ldots, a_{in} \) is the first weights vector that can maximize the variance of \( Y_i \) subject to the given constraint:

\[\sum_{j=1}^{n} a_{ij}^2 = 1 \quad \text{...}(2)\]

The second principal component \( Y_2 \) which has the second largest variance is defined as:

\[
Y_2 = \sum_{j=1}^{k} a_{2j} X_j
\]

\[= a_{21} X_1 + a_{22} X_2 + \cdots + a_{2n} X_n, \quad \text{...}(3)\]

where \( a_{21}, a_{22}, \ldots, a_{2n} \) is the second weight vector that the variance of \( Y_2 \) is maximizes, subjected to the given constraint:

\[\sum_{j=1}^{n} a_{2j}^2 = 1 \quad \text{...}(4)\]

Following PCA concept, the second principal component which is \( Y_2 \) is linearly independent with the first principal component, \( Y_1 \). Thus, the independent condition is specified by the constraint that:

\[\sum_{i=1}^{n} a_{i1} a_{i2} = 0 \quad \text{...}(5)\]

It is similar for the third principal component and so on.

2.2. Least Square Support Vector Machine

As oppose to SVM, LSSVM adopt least square linear systems as its loss function and equality constraints compared to convex quadratic programming and inequality constraints in SVM. With this feature, computational time for LSSVM are lesser than SVM and able to converge the problem quickly without losing its accuracy.

LSSVM has been used to estimate the nonlinear \( y(x) \) of the form:

\[y(x) = w^T \phi(x) + b \quad \text{...}(6)\]

When LSSVM is used for function estimation, the optimization problem is formulated by minimizing the regular function [43] as:

\[\min R(w, e) = \frac{1}{2} w^T w + \frac{C}{2} \sum_{i=1}^{n} e_i^2 \quad \text{...}(7)\]

subject to

\[y_i = w^T \phi(x_i) + b + e_i, \quad i = 1, 2, \ldots, n. \quad \text{...}(8)\]

To solve this optimization problem, Lagrange function is constructed as:

\[L(w, b, e, \alpha) = \frac{1}{2} w^T w + \frac{C}{2} \sum_{i=1}^{n} e_i^2 - \sum_{i=1}^{n} \alpha_i (w^T \phi(x_i) + b + e_i - y_i) \quad \text{...}(9)\]

where \( \alpha_i \) is Lagrange multipliers. The solution of (9) can be obtained by partially differentiating with respect to \( w, b, e_i \) and \( \alpha_i \) accordingly:

\[\frac{\partial L}{\partial w} = 0 \rightarrow w = \sum_{i=1}^{n} \alpha_i \phi(x_i) \]

\[\frac{\partial L}{\partial b} = 0 \rightarrow \sum_{i=1}^{n} \alpha_i = 0 \]

\[\frac{\partial L}{\partial e_i} = 0 \rightarrow \alpha_i = \gamma e_i \]

\[\frac{\partial L}{\partial \alpha_i} = 0 \rightarrow w^T \phi(x_i) + b + e_i - y_i = 0 \]
After elimination of $e_i$ and $w$ as the solution is given by the following set of linear equations:

$$
\begin{bmatrix}
0 & 1^T \\
1 & \phi(x_j)^T \phi(x_j) + \gamma^{-1} I
\end{bmatrix}
\begin{bmatrix}
b \\
\alpha
\end{bmatrix}
= \begin{bmatrix}
0 \\
y
\end{bmatrix}
$$

(10)

where $y = [y_1, \ldots, y_n]$, and $1 = [1; \ldots; 1]$. $\alpha = [\alpha_1, \ldots, \alpha_n]$. This finally leads to the following LSSVM model for function estimation:

$$
y(x) = \sum_{i=1}^{n} \alpha_i K(x_j, x) + b
$$

(11)

where $\alpha_i$ and $b$ are the solution to the linear system. In LSSVM, Radial Basis Function (RBF) is popular kernel function as has superior efficiency and has better performance compare to other kernels. The RBF is defined as $K(x_i, x_j) = \exp\left(-\frac{\|x_i - x_j\|^2}{2\sigma^2}\right)$.

2.3. Proposed PCA-SVM and PCA-LSSVM Models

In this section, the proposed PCA-SVM and PCA-LSSVM are explained. The data will first has to undergo data pre-processing which is dimensionality reduction technique using PCA. At this stage, numbers of principal components are obtained from the original input variables. Next, the newly data set are constructed based on the selected PCs. Once finish with the construction, the new data are then inputted into SVM and LSSVM for forecasting purposes.

2.4 Performance Criteria

In this study, the forecasted values are evaluated using several widely used criteria in evaluating the time series forecasting results. The performance criteria used in this study are Mean Absolute Error (MAE), Root Mean Square Error (RMSE), Correlation Coefficient ($r$) and Nash-Sutcliffe Coefficient Efficiency (CE).

In order to perfectly evaluate the performance of the model, one of the required criteria is a measure of absolute error such as MAE. Meanwhile RMSE is a good evaluator as it highly sensitive to even small errors. While $r$ measured on the relationship between the predicted flows, $\hat{y}_i$ against the observed flows, $y_i$. CE on the other hand, is commonly used by the hydrologist to assess the hydrological power prediction model [33]. The criterion of judge is that, the model with the smallest MAE, RMSE and the highest $r$ and CE values will be selected as the best model. The performance evaluation are defined as follows:

$$
\text{MAE} = \frac{1}{n} \sum_{t=1}^{n} |y_t - \hat{y}_t|
$$

(12)

$$
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{t=1}^{n} (y_t - \hat{y}_t)^2}
$$

(13)

$$
r = \frac{\sum_{t=1}^{n} (y_t - \bar{y})(\hat{y}_t - \bar{\hat{y}})}{\sqrt{\sum_{t=1}^{n} (y_t - \bar{y})^2 \sum_{t=1}^{n} (\hat{y}_t - \bar{\hat{y}})^2}}
$$

(14)

$$
\text{CE} = 1 - \frac{\sum_{t=1}^{n} (y_t - \hat{y}_t)^2}{\sum_{t=1}^{n} (y_t - \bar{y})^2}
$$

(15)

where $y_t$ and $\hat{y}_t$ are the actual and the forecasted values at the time $t$. Meanwhile, $\bar{y}$ and $\bar{\hat{y}}$ denotes for mean of actual and forecasted values, respectively.

3. Experiments and Datasets

This section explained in detail about datasets used in the study as well as the parameters setting for each of the experiments.

3.1 Datasets

Figure 2 shows time series plotting for Bernam and Tualang Rivers in Selangor and Perak respectively. The 1st case study was collected from Bernam River from January 1966 to December 2008, consists of 516 monthly data. The training set are from January 1966 until December 2003 while the test set consists data from January 2004 until December 2008. Meanwhile, the 2nd case study was gathered from monthly river flow from Tualang River station located in Kinta, Perak. The data was collected from January 1976 to March 2007. The first 315 monthly data were used for training and another 60 monthly data recorded from April 2002 to March 2007 were used for testing.

![Fig 1: The Proposed PCA-SVM and PCA-LSSVM](image1)

![Fig 2: Monthly River Flow for Bernam Rivers](image2)
3.2. Experiment using Single SVM

In this study, the parameters of $C$ and $\varepsilon$ for SVM was set in the range $[1, 10]$ with an increment of 1.0, and $[0.1, 0.5]$ at increment of 0.1, respectively. Meanwhile, RBF and $\sigma^2$ used as kernel function and the value of RBF kernel bandwidth are fixed at 0.5. Furthermore, 10-fold cross validation for hyper-parameter pair of $C$ and $\varepsilon$ are applied. The purpose of cross validation on the training set is to increase the reliability of the results as the iteration of the cycle will be repeated ten times and the optimum prediction error are obtained.

Table 1: Single SVM Result for Bernam and Tualang Rivers

<table>
<thead>
<tr>
<th>Rivers</th>
<th>Input</th>
<th>MAE</th>
<th>RMSE</th>
<th>$r$</th>
<th>CE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bernam</td>
<td>Input 2</td>
<td>17.202</td>
<td>21.385</td>
<td>0.542</td>
<td>0.176</td>
</tr>
<tr>
<td></td>
<td>Input 4</td>
<td>16.266</td>
<td>20.380</td>
<td>0.551</td>
<td>0.252</td>
</tr>
<tr>
<td></td>
<td>Input 6</td>
<td>15.413</td>
<td>20.276</td>
<td>0.516</td>
<td>0.260</td>
</tr>
<tr>
<td></td>
<td>Input 8</td>
<td>15.148</td>
<td>20.026</td>
<td>0.533</td>
<td>0.278</td>
</tr>
<tr>
<td></td>
<td>Input 10</td>
<td>15.076</td>
<td>19.695</td>
<td>0.551</td>
<td>0.301</td>
</tr>
<tr>
<td></td>
<td>Input 12</td>
<td>15.190</td>
<td>18.796</td>
<td>0.604</td>
<td>0.364</td>
</tr>
<tr>
<td>Tualang</td>
<td>Input 2</td>
<td>12.239</td>
<td>15.427</td>
<td>0.676</td>
<td>0.281</td>
</tr>
<tr>
<td></td>
<td>Input 4</td>
<td>10.420</td>
<td>14.252</td>
<td>0.516</td>
<td>0.387</td>
</tr>
<tr>
<td></td>
<td>Input 6</td>
<td>10.172</td>
<td>13.833</td>
<td>0.559</td>
<td>0.422</td>
</tr>
<tr>
<td></td>
<td>Input 8</td>
<td>10.440</td>
<td>14.428</td>
<td>0.576</td>
<td>0.371</td>
</tr>
<tr>
<td></td>
<td>Input 10</td>
<td>9.728</td>
<td>13.769</td>
<td>0.589</td>
<td>0.428</td>
</tr>
<tr>
<td></td>
<td>Input 12</td>
<td>9.637</td>
<td>13.617</td>
<td>0.585</td>
<td>0.440</td>
</tr>
</tbody>
</table>

Table 1 shows the performance results for both catchment areas. Based on the obtained results, it can be seen that the accuracies of SVM model for both catchment have increased gradually. Despite the fact that input 10 for Bernam River has the lowest MAE, while input 2 for Tualang River has the highest $r$, input 12 was selected as the best input variables for Bernam and Tualang River as the variances among other input variables are relatively insignificant.

3.3. Experiments using Single LSSVM

As for LSSVM, the parameter of $\gamma$ are set the range of $[10, 1000]$ and $\sigma^2$ in the range of $[0.01, 10]$. Same as SVM, 10-fold cross validation were also applied here.

Table 2: Single LSSVM Result for Bernam and Tualang Rivers

<table>
<thead>
<tr>
<th>Rivers</th>
<th>Input</th>
<th>MAE</th>
<th>RMSE</th>
<th>$r$</th>
<th>CE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bernam</td>
<td>Input 2</td>
<td>15.707</td>
<td>20.075</td>
<td>0.525</td>
<td>0.274</td>
</tr>
<tr>
<td></td>
<td>Input 4</td>
<td>15.948</td>
<td>20.116</td>
<td>0.521</td>
<td>0.271</td>
</tr>
<tr>
<td></td>
<td>Input 6</td>
<td>15.192</td>
<td>19.634</td>
<td>0.555</td>
<td>0.306</td>
</tr>
<tr>
<td></td>
<td>Input 8</td>
<td>15.501</td>
<td>19.537</td>
<td>0.572</td>
<td>0.313</td>
</tr>
</tbody>
</table>

Based on visual inspection, the graph in Fig 2 and 3 shows a hydrological time series has an up and down pattern, and seasonal variation with the highest monthly flow usually occurs between April to May and October to January each year.

3.4. Experiments using PCA-SVM and PCA-LSSVM

This section will explain in details about the experimentation using dimensionality reduction technique combined with SVM and LSSVM. To extract PCs and reduce the dimension of the input variables, the monthly river flow for Bernam dan Tualang Rivers using twelve input variables are used respectively. Input 12 are choose to proceed with data pre-processing technique as it has the best forecasting results of MAE, RMSE, MAPE, $r$ and CE for both single SVM and LSSVM models. Furthermore, input 12 correctly representing the whole dataset as it’s denotes for twelve months in a year.

3.4.1. Data Pre-Processing Technique using PCA

By using PCA as a data pre-processing technique, the input variables are first, changed into numbers of principal components (PCs). After selecting the appropriate number of PCs, it will be changed again into input variables and known as new dataset and used it to forecast using SVM and LSSVM model. By using this method, the information of input variables will present with a minimum loss and adequate summary of the data. In this study, there are two values for total variation were selected in the range of 70% to 90%. Table 3 summarizes the descriptive statistics of PCA technique for Bernam dan Tualang Rivers respectively. Based from Table 3, the first cut-off values for Bernam River was observed from the fifth PCs with total variation of 79.72% and the second cut off value was selected from the eighth PCs with a total variation of 89.27%. In total, the new dataset are constructed for Bernam River ranging from five to eight input variables.

Table 3: Descriptive Statistics of PCs for Bernam and Tualang Rivers

<table>
<thead>
<tr>
<th>Rivers</th>
<th>PCs</th>
<th>Eigen Value</th>
<th>% of Variance</th>
<th>Cumulative of %</th>
<th>Cut-off</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bernam</td>
<td>1</td>
<td>1730.24</td>
<td>19.13</td>
<td>19.13</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1674.33</td>
<td>18.51</td>
<td>37.64</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1563.21</td>
<td>17.28</td>
<td>54.92</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1299.83</td>
<td>13.38</td>
<td>68.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1032.99</td>
<td>11.42</td>
<td>79.72</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>332.27</td>
<td>3.67</td>
<td>83.39</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>269.20</td>
<td>2.98</td>
<td>86.37</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>262.70</td>
<td>2.90</td>
<td>89.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>250.73</td>
<td>2.77</td>
<td>92.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>250.07</td>
<td>2.76</td>
<td>94.81</td>
<td></td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>236.94</td>
<td>2.62</td>
<td>97.43</td>
<td></td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>232.62</td>
<td>2.57</td>
<td>100.00</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 shows the performance results obtained in the training and testing period of the Single LSSVM approach for Bernam and Tualang Rivers. The results showed that input eight has the best performance for Bernam River, while input 12 is for Tualang River. By considering these results, input 12 was selected as the best input variables for both catchment areas as the variances among other input variables are relatively insignificant. As forecasting model with 12 input variables has shown the superior results for both of Single SVM and LSSVM, therefore, input 12 will be employed for PCA algorithm in PCA-SVM and PCA-LSSVM models.

![Fig 3: Monthly Flow of Tualang River](image-url)
Meanwhile, the first cut-off value for Tualang river was observed from the fourth PCs with a total variance of 71.15% and the second cut-off value was selected from the seventh PCs with a total variance of 91.46%. In total, the new input variables for Tualang river were ranging from four to seven input variables.

### 3.4.2. Forecasting using SVM Model

Table 4 shows the performance results for SVM with PCA approach for Bernam and Tualang Rivers. It is evident that the accuracies for each PCs have increased gradually for Bernam River. However, the accuracy for Tualang River has increased exponentially. By considering these results, the lowest MAE for Bernam river was collected from SVM with 5PCs. On the contrary, the lowest RMSE and the highest values of $r$ and CE were recorded from SVM with 6PCs. For comparisons purpose SVM with 6PCs was selected to represent PCA-SVM model for Bernam river as SVM with 6PCs giving the best results for most of the statistical performances.

<table>
<thead>
<tr>
<th>Rivers</th>
<th>MAE</th>
<th>RMSE</th>
<th>$r$</th>
<th>CE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bernam</td>
<td>2.08%</td>
<td>0.065</td>
<td>0.943</td>
<td>0.881</td>
</tr>
<tr>
<td>Tualang</td>
<td>3.45%</td>
<td>0.070</td>
<td>0.951</td>
<td>0.905</td>
</tr>
</tbody>
</table>

Table 5 shows the performance results for LSSVM with PCA approach for both selected cases studies. Following the results in Table 5, the lowest MAE, and RMSE with the largest $r$ and CE for Bernam river were extracted from LSSVM with 8PCs. Meanwhile, LSSVM with 7PCs was chosen to represent PCA-LSSVM model.

### 4. Results and Discussions

For further analysis, the error statistics of SVM, LSSVM, PCA-SVM and PCA-LSSVM models were compared to each other to find the best model for river flow forecasting. Table 6 compares the results among the four approaches based on four statistical measurements, which are MAE, RMSE, $r$ and CE.

The result obtained for Bernam River shows that the best approach was obtained from PCA-LSSVM with the lowest MAE, RMSE, and the highest $r$ and CE statistics. Therefore, PCA-LSSVM is declared as the best model presenting Bernam River, followed by PCA-SVM. These models can be ranked as first, second best approaches for Bernam river, whereas single SVM is ranked the least good approach.

<table>
<thead>
<tr>
<th>Rivers</th>
<th>MAE</th>
<th>RMSE</th>
<th>$r$</th>
<th>CE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bernam</td>
<td>5.17</td>
<td>0.83</td>
<td>0.86</td>
<td>0.881</td>
</tr>
<tr>
<td>Tualang</td>
<td>8.32</td>
<td>0.96</td>
<td>0.90</td>
<td>0.905</td>
</tr>
</tbody>
</table>

Based on percentage comparisons, the PCA-SVM produced some improvement over the SVM model for Bernam River, with about 137.08% improvements in CE and reductions in MAE with the value of 5.003%. Similarly, PCA-LSSVM were also reported have better forecasting results than LSSVM model. The PCA-LSSVM also shows improvements over LSSVM with the reductions in MAE and RMSE with the values of 10.51% and 9.511% respectively. The PCA-LSSVM also improved over LSSVM for both of $r$ and CE with the values of 197.63% and 19.56% for Bernam River. Furthermore, Mean Forecasting Error (MFE) has been constructed to determine the capability of the forecasted models. Based on MFE, LSSVM with PCA has under-predicted the future monthly Bernam river flow data by 0.89% compare to 2.14% for PCA-SVM.

While SVM is ranked last for Bernam river, the model has proven it capability in predicting the future river flow value for Tualang river. The results showed that SVM is found having the best performance for Tualang river and it can be ranked as the first forecasting model while PCA-LSSVM is in the second place. Despite the satisfactory results achieved by SVM model, however, PCA-LSSVM is chosen to represent Tualang river. This is due to the fact that the variances between these two models for MAE, RMSE and R values are small and up to two-decimal place. Moreover CE statistics is shown having significant variance between both models with the total variation of 0.519. With that, PCA-LSSVM is chosen as the best model to represent the prediction capability for Tualang river. Meanwhile, MAE and RMSE are also proved to have some reductions with the values of 5.99% and 2.29% respectively for Tualang river. Other than that, it can be observed that, there some significant improvement Tualang river with total percentage of 1.19% and 117.72% for both $r$ and CE values. Aside from that, PCA-LSSVM also shows improvements over LSSVM for Tualang River. Based on the observations, PCA-LSSVM is better over LSSVM with reductions of 0.76%, 0.93% in RMSE and MAE with improvements of 124.06% and 1.04% for CE and $r$, respectively. These improvements attributable to the fact that the ability of the data pre-processing technique to eliminate the noise existed in the data.

Based on MFE comparisons for Tualang river, PCA-LSSVM has over-predicted the monthly river flow data by 2.08% compare to 3.28% for PCA-SVM.
5. Conclusions

This study explores the potential of using PCA as dimensionality reduction technique and it effect with combinations of LSSVM and SVM in river flow forecasting. Due to the complexity of the hydrologic system itself, an improvement in river flow forecasting model has always been an important task for researchers and hydrologist. Previous researchers believed that PCA is useful tools in forecasting and it is a great tool in identifying components that can be used as potential variables in forecasting. They also stated that the use of PCA combined with forecasting model, had been proven having better representation than those without PCA. The findings in this study are consistent with other researches, as PCA-SVM and PCA-LSSVM have outperformed the single SVM and LSSVM, respectively and prove the claim made by those researchers that using PCA makes it easier to increase the prediction accuracy that if it were not used.

In the proposed approach, past monthly river flow data were analyzed using PCA, then single SVM and LSSVM model were setup and parameters were set accordingly. The results showed that the proposed PCA-SVM and PCA-LSSVM performed better and have good performance than single models. Other than that, there are two main conclusions successfully derived from the objectives. First, although the results suggest that single SVM model performed better than single LSSVM model. However, the variances between these two models are small and almost insignificant. The results also proven that LSSVM has shown its capability in forecasting and undeniably, it can be used as an alternative forecasting model. Based on author’s knowledge, there are very limited number of published research which comparing the performances between SVM and LSSVM. Most of the published research were comparing the performances either SVM or LSSVM and ANN.

Second, the accuracy of forecasting models which used dimensionality reduction technique has improved significantly over single forecasting model. With that, it can be noted that the application of PCA as dimensionality reduction tools has proven its superiority and it can be applied as an alternative way in order to increase the prediction accuracy.
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