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Abstract

The main objective of this article is to specify a nonlinear regression model, formulate the assumptions on them and acquire its linear pseudo model. A model may be considered a mathematical description of a physical, chemical or biological state or process. Many models used in applied mathematics and Mathematical statistics are nonlinear in nature one of the major topics in the literature of theoretical and applied mathematics is the estimation of parameters of nonlinear regression models. A perfect model may have to many parameters to be useful. Nonlinear regression models have been intensively studied in the last three decades. Junxiong Lin et al. [1], in their paper, compared best -fit equations of linear and nonlinear forms of two widely used kinetic models, namely pseudo-first order and pseudosecond-order equations. K. Vasanth kumar [2], in his paper, proposed five distinct models of second order pseudo expression and examined a comparative study between method of least squares for linear regression models and a trial and error nonlinear regression procedures of deriving pseudo second order rare kinetic parameters. Michael G.B. Blum et al. [3] proposed a new method which fits a nonlinear conditional heteroscedastic regression of the parameter on the summary statistics and then adaptively improves estimation using importance sampling.
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1. Introduction

Nonlinear regression analysis is currently the most fertile area of research in the modern theory of Statistical Science and Applied Statistics. It is a powerful technique for analysing data described by models which are nonlinear in the parameters. In the scattered diagram, if the plotted points cluster around a curve but not a straight line then the regression is said to be nonlinear regression. In this situation, the regression equation may contain the terms as higher orders of the type $X^2, X^3, X^4$ and so on. In many cases it may not be possible to transform a nonlinear regression model into a linear statistical model. Nonlineairties enter into statistical model in different forms. In the nonlinear regression models, if only the variables enter into nonlinearity, that is, nonlinear models which are linear in parameters, then these models can be handled in the linear model framework. Furthermore, if the nonlinearity enters into the parameters or into both the variables and parameters, and the nonlinear regression model can be expressed in the linear specification by means of a suitable transformation, that is, the nonlinear model which is intrinsically linear, then the model can be again handled in the linear model framework. In the case of nonlinear models that are intrinsically nonlinear, the inferential problem of estimating parameters will be more complicated.

2. General nonlinear regression model

An Suppose there exists a nonlinear relationship between a set of k free variables $X_i; i = 1,2,...,k$ and a dependent variable $Y$ parameters $\beta_1, \beta_2, ..., \beta_p$ and error variable $\varepsilon$. Let us chose a sample of n observations, one may specify a nonlinear regression model as

$Y_i = f(X_{i1}, X_{i2}, ..., X_{ik}; \beta_1, \beta_2, ..., \beta_p) + \varepsilon_i$ for $i = 1, 2, ..., n$ (2.1)

Here $f$ is the known nonlinear function which is the expectation function relating $E(Y)$ to the independent variables. By expressing,

$\begin{bmatrix} Y_1 \\ Y_2 \\ \vdots \\ Y_n \end{bmatrix} = \begin{bmatrix} x_{11} & x_{12} & \cdots & x_{1k} \\ x_{21} & x_{22} & \cdots & x_{2k} \\ \vdots & \vdots & \ddots & \vdots \\ x_{n1} & x_{n2} & \cdots & x_{nk} \end{bmatrix} \begin{bmatrix} \beta_1 \\ \beta_2 \\ \vdots \\ \beta_p \end{bmatrix} + \begin{bmatrix} \varepsilon_1 \\ \varepsilon_2 \\ \vdots \\ \varepsilon_n \end{bmatrix}$
The m<sup>th</sup> nonlinear regression function \( f_m(\cdot) \) may not include all independent variables in \( X_i \) and all parameters in \( \beta \) as arguments, but there is no loss in allowing all dependent variables and \( f \) denote the vector of \( g \) nonlinear regression functions. The nonlinear regression equation (3.2) is a generalization of a system of linear regression equations. One may rewrite (3.2) as

\[
y = f(x, \beta) + \varepsilon
\]

The error \( \varepsilon \) is assumed to be independently and identically distributed with mean zero and variance – covariance matrix \( \Omega \).

(iii) System of Simultaneous Nonlinear Regression Equations Model

The third specification of the nonlinear regression model is a system of simultaneous nonlinear equations with additive errors. The \( m \)th structural equation of the system has been specified as

\[
\phi_m(Y_i, X_i; \beta_m) = \varepsilon_m, \quad m = 1, 2, ..., g \quad i = 1, 2, ..., n
\]

where \( \phi_1, \phi_2, ..., \phi_g \), the nonlinear regression equation (3.4) is a generalization of a system of linear simultaneous equations, one may write the structural nonlinear regression equation (3.4) as

\[
\phi(y, x, \beta) = \varepsilon
\]


The general form of nonlinear statistical model is specified by

\[
y = f(x, \beta) + \varepsilon
\]

Such that \( \varepsilon_i \sim (0, \sigma^2) \) for \( i = 1, 2, ..., n \) or \( \varepsilon \) independently follows \( (0, \sigma^2 I_n) \).

One may approximate \( f(X, \beta) \) using Taylor expansion up to 1<sup>st</sup> degree, a linear approximation for the above is obtained as

\[
f(X, \beta) \approx f(X, \beta) + (\beta - \beta^*)^T Z(\beta)
\]

where

\[
Z(\beta^*) = \begin{bmatrix}
\frac{\partial f(X_1, \beta)}{\partial \beta} & \cdots & \frac{\partial f(X_1, \beta)}{\partial \beta} \\
\frac{\partial f(X_n, \beta)}{\partial \beta} & \cdots & \frac{\partial f(X_n, \beta)}{\partial \beta}
\end{bmatrix}
\]

Here, \( f(X_i, \beta) \) is approximated by
\[ f(X, \beta) = f(X, \beta^*) + \left[ \begin{align*} \dfrac{\partial f(X, \beta)}{\partial \beta} \\ \vdots \\ \dfrac{\partial f(X, \beta)}{\partial \beta} \end{align*} \right] \beta - \beta^* \] (4.3)

Here, \[ \dfrac{\partial F(X_i, \beta)}{\partial \beta} \]

is the \(i\)th row of \(Z(\beta)\).

Owing to Malinward (1970) we can obtain the pseudo linear model for the above

\[ y + \beta \epsilon(\beta^*) = f(x, \beta^*) + \epsilon \] (4.4)

This implies \[ y^* - \epsilon = \beta \epsilon(\beta^*) \] (4.5)

Where \[ y^* + f(x, \beta^*) - z(\beta^*) \beta^* = y \] (4.6)

Since \( \beta^* \) is not known. Here we should not apply pseudo linear model 4.5 directly for obtaining parameters. The LSE of \( \beta \) is obtained by

\[ \hat{\beta}_{LS} = \left[ \begin{array}{c} \epsilon \hat{Y} \\ \epsilon \hat{X} \end{array} \right] \left[ \begin{array}{c} \epsilon \hat{Y} \\ \epsilon \hat{X} \end{array} \right] ^{-1} \] (4.7)

provided \( y^* \) and \( z(\beta^*) \) are known.

Further, if the errors \( \epsilon_i \sim i.i.d \left( 0, \sigma^2 \right) \) The LSE of \( \beta \) namely \( \hat{\beta}_{LS} \) is consistent and follows asymptotically normal distribution. Hence the covariance variance matrix of \( \hat{\beta}_{LS} \) is obtained by

\[ \text{Var}(\hat{\beta}_{LS}) = \sigma^2 \left[ \begin{array}{c} z(\beta^*) \\ z(\beta^*) \end{array} \right] \left[ \begin{array}{c} z(\beta^*) \\ z(\beta^*) \end{array} \right] ^{-1} \] (4.8)

This is approximately correct as the model is approximately good. Now assume that NLLSE \( \hat{\beta}_{LS} \) is sufficiently close to \( \beta^* \). Then we can get an estimation for variance covariance matrix of \( \hat{\beta}_{LS} \) by

\[ \hat{\text{Var}}(\hat{\beta}_{LS}) = \sigma^2 \left[ \begin{array}{c} z(\hat{\beta}_{LS}) \\ z(\hat{\beta}_{LS}) \end{array} \right] \left[ \begin{array}{c} z(\hat{\beta}_{LS}) \\ z(\hat{\beta}_{LS}) \end{array} \right] ^{-1} \] (4.9)

Here, \( \sigma^2_{LS} \) is LSE of \( \sigma^2 \).

For example,

\[ \sigma^2_{LS} = (n - p)^{-1} \left[ f(X, \hat{\beta}_{LS}) - y \right] \left[ f(X, \hat{\beta}_{LS}) - y \right] ^{-1} \] (4.10)

If we put some assumptions that (4.5) is right and \( \epsilon \) follows Normal distribution with \( O, \sigma^2 I_n \) then under particular regularity conditions of the asymptotic phenomenon we get

\[ \left[ (n-p)\sigma^2 \right] ^{-1} \varepsilon \left[ 1 - Z(\beta^*) \left[ Z(\beta^*) \right] ^{-1} Z(\beta^*) \right] ^{-1} Z(\beta^*) \varepsilon \sigma^2 \] (4.11)

This follows Chi-Square distribution with d.f= \( n - p \).

4. Conclusion

In the above research article three kinds of nonlinear regression models have been specified. Mean vector and covariance of BLUE are estimated using principles of matrix calculus.
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