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Abstract

In this paper an organization with two different grades, the grade wise depletion of manpower occurs due to its policy decisions is considered. Using max policy of recruitment the system characteristics namely mean and variance of time to recruitment are obtained by considering two different forms of wastages. The influence of the nodal parameters on the system characteristics is studied.
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1. Introduction

Employees quit their job is an important aspect in the study of manpower planning. Many mathematical models have been discussed using different kinds of wastages in [1] and [3]. By using an univariate max policy, expected time to recruitment in a single graded system is obtained for several models under different conditions in [9] and [2]. In [4] the author has obtained the system characteristics for a single grade manpower system when the inter-decision times form an order statistics by using Univariate CUM policy. In [6],[7] and [8] the authors have extended the work in [4] for a two grade man power system, assuming different distributions for the thresholds.

“The present paper studies the results of [5] for the two grade manpower system using a univariate max policy of recruitment by considering grade wise wastages for two different forms of wastages in the organization.”

2. Mathematical Description

“Let \( X_{i1} \) and \( X_{i2} \), \( i = 1,2,3,..,k \) are the loss of manhours in grades 1 and 2 respectively for decision \( i \), which forms a sequence of independent and identically distributed exponential random variables with parameters \( c_1 \) and \( c_2 \) (\( c_1, c_2 > 0 \)). Let \( g(.) \) be the density function of \( X_i \) where \( X_i = \max \{ X_{i1}, X_{i2} \} \) or \( X_i = X_{i1} + X_{i2} \). Let \( U_i, i = 1,2,3,.. \) be the inter decision time between \( i^{th} \) and \( (i-1)^{th} \) decisions. Let \( U_{(1)}, U_{(2)}, \ldots, U_{(k)} \) be the order statistics with respective density functions \( f_{u(1)}(.) \), \( f_{u(2)}(.) \) \ldots \( f_{u(k)}(.) \). Let \( S \) be the random variable denoting the time for recruitment in the organization with probability density function (distribution function) \( f(.) \) (\( L(.) \)).

The univariate Max policy employed in this paper is as follows:

Recruitment is done as and when the maximum loss of man-hours in the organization exceeds \( Y \). Let \( D_k(t) \) be the probability that there are exactly \( k \)-decision epochs in \((0,t]\). Let \( E(S) \) and \( V(S) \) be the mean and variance of time for recruitment respectively.”

2.1. Main results

“By Univariate Max policy

\[
P(S > t) = \sum_{k=0}^{\infty} D_k(t) \left[ \max_{1 \leq i \leq k} X_i \leq Y \right]
\]

(1)

\[
P(S > t) = \sum_{k=0}^{\infty} D_k(t) C^k
\]

(2)

where \( C = p(X_1 \leq Y) \)

(3)

Proceeding as in [5] we get

\[
L(t) = [1 - C] \sum_{k=1}^{\infty} F_k(t) C^{k-1}
\]

(4)

from (4) it can be shown that

\[
\ell^*(s) = \frac{\left[1 - C\right] \hat{f}^*(s)}{1 - \hat{f}^*(s) C}
\]

(5)

Suppose \( f(t) = ft(1)(t) \)
\[ f_{\text{un}}(s) = \frac{k \lambda}{k \lambda + s} \]  

It is known that

\[ E(S) = -\frac{d(t^*(s))}{ds} \bigg|_{s=0} \quad \text{and} \quad V(S) = E(S^2) - (E(S))^2 \]  

From (5), (6) and (7) we get

\[ E(S) = \frac{1}{k\lambda [1 - C]} \]  

\[ V(S) = \frac{1}{k^2 \lambda^2 [1 - C]^2} \]  

Therefore from (5), (7) and (10) we get

\[ \sum_{n=1}^{\infty} \frac{1}{n} = \frac{\lambda}{1 - C} \]  

\[ E(S) = \frac{1}{k\lambda [1 - C]} \left[ \left( \sum_{n=1}^{\infty} \frac{1}{n} \right)^2 \left( \frac{1}{1 - C} \right) - \left( \sum_{n=1}^{\infty} \frac{1}{n} \right)^2 \right] \]  

\[ V(S) = \frac{1}{k^2 \lambda^2 [1 - C]^2} \left[ \left( \frac{1}{1 - C} \right)^2 - \left( \sum_{n=1}^{\infty} \frac{1}{n} \right)^2 \right] \]  

Model - 1

For this model \( Y = \max(Y_1, Y_2) \). The values of \( C \) are computed and given below for different cases on the threshold distribution

Case (i):

\[ Y_1 \sim \exp(\alpha_1) \quad \text{and} \quad Y_2 \sim \exp(\alpha_2) \]

In this case it is shown that

\[ C = b_1 + b_2 - b_3 \]  

Where

\[ b_1 = g^*(\alpha_1), \quad b_2 = g^*(\alpha_2) \quad \text{and} \quad b_3 = g^*(\alpha_1 + \alpha_2) \]  

\[ \begin{cases} c_1 + c_2 \quad \text{if} \quad \tau = \alpha_2, \alpha_1 \text{or} \alpha_2 + \alpha_1 \\ \frac{c_1 c_2}{(c_1 + \tau)(c_2 + \tau)} \quad \text{if} \quad \tau = \alpha_1 \end{cases} \]  

where \( \tau = \alpha_1, \alpha_2 \) and \( \alpha_1 + \alpha_2 \)

In (8), (9), (11) and (12) \( C \) is given by (15)

Case (ii): \( Y_1 \sim \exp(\alpha_1,2) \quad \text{and} \quad Y_2 \sim \exp(\alpha_2,2) \)

In this case it is found that

\[ C = 2b_1 + 2b_2 - 4b_3 - 2b_4 + b_5 - b_6 + b_7 - b_8 \]  

where \( b_4 = g^*(2\alpha_1 + \alpha_2), \quad b_5 = g^*(\alpha_1 + 2\alpha_2), \quad b_6 = g^*(2\alpha_1 + 2\alpha_2), \quad b_7 = g^*(2\alpha_1) \quad \text{and} \quad b_8 = g^*(2\alpha_2) \)

In (8), (9), (11) and (12) \( C \) is given by (15) and (16)

Case 3:

When \( Y_1 \sim \exp(\alpha_1,2) \quad \text{and} \quad Y_2 \sim \exp(\alpha_2,2) \) it is found that

\[ C = 2b_1^2 + b_2^2 + b_3^2 - 2b_4^2 - b_5^2 \]  

In (8), (9), (11) and (12) \( C \) is given by (15) and (18).

Model – 2

In this model \( Y = \min(Y_1, Y_2) \). The corresponding values of \( C \) are given below for the above cited cases

Case (i):

\[ C = b_3 \]  

In (8), (9), (11) and (12) \( C \) is given by (15) and (19).

Case (ii):

\[ C = 4b_3 + b_6 - 2b_4 - 2b_5 \]  

In (8), (9), (11) and (12) \( C \) is given by (15) and (20).

Case 3:

\[ C = 2b_3 - b_4 \]  

In (8), (9), (11) and (12) \( C \) is given by (15) and (21).

Model – 3

For this model \( Y = Y_1 + Y_2 \) The corresponding values of \( C \) is given below for the above cited cases

Case (i):

\[ C = \left( \frac{\alpha_1}{\alpha_1 - \alpha_2} \right) b_2 - \left( \frac{\alpha_1}{\alpha_1 - \alpha_2} \right) b_1 \]  

In (8), (9), (11) and (12) \( C \) is given by (15) and (22).

Case (ii):

\[ \begin{aligned} C &= \left( \frac{4\alpha_2}{\alpha_1 - \alpha_2} \right) b_2 - \left( \frac{4\alpha_2}{\alpha_1 - \alpha_2} \right) b_1 \\ &+ \left( \frac{4\alpha_1}{\alpha_1 - \alpha_2} - \frac{4\alpha_1}{\alpha_1 - 2\alpha_2} \right) b_2 \\ &+ \left( \frac{2\alpha_2}{\alpha_1 - \alpha_2} - \frac{2\alpha_2}{\alpha_1 - 2\alpha_2} \right) b_7 + \left( \frac{\alpha_2}{\alpha_1 - \alpha_2} - \frac{2\alpha_1}{\alpha_1 - 2\alpha_2} \right) b_8 \end{aligned} \]  

In (8), (9), (10) and (11) \( C \) is given by (15) and (23).
Case (iii):

\[ C = \left( \frac{\alpha_1}{\alpha_1 - \alpha_2} \right) b_1 + \left( \frac{2\alpha_2}{\alpha_1 - \alpha_2} \right) b_2 + \left( \frac{2\alpha_2}{3\alpha_1 - 2\alpha_2} \right) b_3 \]  

(24)

In (8), (9), (11) and (12) C is given by (15) and (24).”

3. Numerical illustration

The influence of nodal parameters on the performance measures analyzed by varying the parameter ‘k’ and keeping \( \alpha_1 = 0.3 \), \( \alpha_2 = 0.2 \), \( \lambda = 0.5 \), \( c_1 = 1 \) and \( c_2 = 1.5 \).

### Table 1: Effect of ‘k’ on the performance measures for Model 1

<table>
<thead>
<tr>
<th>k</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>r=1</td>
<td>10.65</td>
<td>8.52</td>
</tr>
<tr>
<td></td>
<td>r=k</td>
<td>88.78</td>
<td>97.31</td>
</tr>
<tr>
<td>Case 2</td>
<td>r=1</td>
<td>87.45</td>
<td>69.96</td>
</tr>
<tr>
<td></td>
<td>r=k</td>
<td>728.76</td>
<td>798.72</td>
</tr>
<tr>
<td>Case 3</td>
<td>r=1</td>
<td>50.02</td>
<td>40.02</td>
</tr>
<tr>
<td></td>
<td>r=k</td>
<td>416.83</td>
<td>456.85</td>
</tr>
</tbody>
</table>

### Table 2: Effect of ‘k’ on the performance measures for Model 2

<table>
<thead>
<tr>
<th>k</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>r=1</td>
<td>1.40</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>r=k</td>
<td>11.63</td>
<td>12.74</td>
</tr>
<tr>
<td>Case 2</td>
<td>r=1</td>
<td>3.93</td>
<td>3.14</td>
</tr>
<tr>
<td></td>
<td>r=k</td>
<td>32.72</td>
<td>35.86</td>
</tr>
<tr>
<td>Case 3</td>
<td>r=1</td>
<td>1.67</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td>r=k</td>
<td>13.89</td>
<td>15.22</td>
</tr>
</tbody>
</table>

### Table 3: Effect of ‘k’ on the performance measures for Model 3

<table>
<thead>
<tr>
<th>k</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>r=1</td>
<td>18.33</td>
<td>14.67</td>
</tr>
<tr>
<td></td>
<td>r=k</td>
<td>152.77</td>
<td>167.43</td>
</tr>
<tr>
<td>Case 2</td>
<td>r=1</td>
<td>312.06</td>
<td>249.65</td>
</tr>
<tr>
<td></td>
<td>r=k</td>
<td>2600.51</td>
<td>2850.16</td>
</tr>
<tr>
<td>Case 3</td>
<td>r=1</td>
<td>113.21</td>
<td>90.56</td>
</tr>
<tr>
<td></td>
<td>r=k</td>
<td>943.38</td>
<td>1033.94</td>
</tr>
</tbody>
</table>

4. Findings

It is observed that, as the number of decisions increases, \( E(S) \) decreases for minimum and it increase for maximum order statistics respectively.
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