Optimizing the Shape Parameters of Beta-Spline Using Particle Swarm Optimization
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Abstract

Beta-spline is an alternative curve for 2D font representation. It is preferred since it has $G^2$ continuity and two shape parameters, that can be used to control the curve shape. These shape parameters can also be used to optimize the error between fitted curve and original data points. Commonly, most of the researcher use value of shape parameters of beta-spline as $\beta_1 = 1$ and $\beta_2 = 0$ or some of the researcher choose any random value of these two shape parameters that suitable to be used in beta-spline curve fitting. The values of shape parameters are very important since the values affect the total error of the fitted curves. Thus, in this paper, Particle Swarm Optimization (PSO) is employed to determine the optimum value of the two shape parameters that will optimize the approximation error of the fitted curve. The technique is applied on two fonts: $\alpha$ and $\delta$, and tested using various number of iterations and populations.
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1. Introduction

In this sophisticated computer era, images such as fonts, symbol, and other images can be presented in digitized format using digitization process. Digitization is the process of capturing objects, sound, signals and then converting the information into digital format in terms of points or samples. The sample form for digitization of signal consists of values at a point in time and space and while the image form of 2D arrays of intensity value is the digital representation for objects. Digital images can be done in various processes such as enhancement, segmentation, extraction, and analysis [1].

Digital representation of objects and signals is very useful in this rapidly grow development of computer [2]. Digitization has been broadly used in various areas such as medical, entertainment, industrial, military, security, scientific, manufacturing, civil, and business in aspects of documentation. From micro cell movement to the structure of galaxies can be studied with the current technology of digitization to get in better visual of objects. In medical technology, for example, which used for diagnosis and treatment, images can be generated in 2D, 3D, and 4D form to carry out the analysis.

Capturing image outlines is one of the steps in the digitization process of an image. Several mathematical and computational stages are involved in the whole process of capturing an image outlines. Curve modelling and designing are the most significant phase in capturing image outlines [3]. Fitting curves to image outlines have three phases which are extracting outlines of images, detecting corner points from detected outlines and curve fitting. Curve fitting is the process of fitting the curve that has the best fit of a series of data points which possibly subject to constraints. Curve fitting can involve either interpolation method or smoothing method. In interpolation, an exact fit curve to the data is required and for smoothing method, smooth function is constructed approximately fit to the data. Development in the area of curves and surfaces are entered into the area of Computer Aided Geometric Design (CAGD) [4].

Spline interpolation is the most common used in CAGD. In CAGD, spline interpolation is commonly used in evaluating the control points of the curve. Control points is used to determine the shape of a spline curve, surface and higher-dimensional object and it is one of the important item used in curve fitting. A good curve fitting is when number of knots and control points is produced minimally, but the accuracy and the continuity is maintained [5]. There are a lot of studies in reconstruction of 2D images especially font and character images. Non-Roman character digitization such as Chinese [6, 7] and Arabic [8, 9] are the common application of 2D images curve fitting that are most researcher prefer to do on their research. According to [10], this type of character known as cursive, complex and needs more attentions.

There are many techniques in performing curve fitting such as Bezier, B-spline, Non-Uniform Rational B-spline, and beta-spline. Most of researchers prefer to choose Bezier curve to be discussed, because it requires less number of control points compared to B-spline and beta-spline. However, beta-spline curve has advantages since it is guaranteed $G^2$ continuity [11], and consists of two shape parameters that can be manipulated without decreasing the continuity degree.

Beta-spline has shape parameters, $\beta_1$ and $\beta_2$ to construct the shape curve and to optimize the error of the curve fitting. The study on determining the optimal value of shape parameters are limited. Thus, in this paper will use Particle Swarm Optimization (PSO) as an optimization technique to optimize the values of shape parameters of beta-spline and the sum squared distance of beta-spline curve. The PSO technique used in this study is the improvement of PSO which refer to [12]. After the values of shape parameters are obtained, cubic beta-spline is used to fit the data of 2D font image of $\alpha$ and $\delta$ fonts. The sum squared distance when
using values $\beta_1$ and $\beta_2$ obtained from the proposed method are then compared with the sum squared distance when using values $\beta_1 = 1$ and $\beta_2 = 0$.

The paper is arranged as follows. In section 2, the proposed PSO method is discussed. Section 3 shows the results obtained and the comparison of performance of shape parameters between using proposed method and conventional method. This paper ends with conclusion in Section 4.

2. Shape Parameters Optimization Using PSO

This section will discuss the process to optimize the beta-spline shape parameters using PSO, and the error calculation.

2.1. Cubic beta-spline curve

Beta-spline is one of the spline interpolation that gives the best curve nearest to data points. Beta-spline was introduced and developed by [13] which generalized from uniform cubic B-spline. Then, in [14] has extended this study by providing the bias parameter, $\beta_1$ and tension parameter, $\beta_2$ which is used for shape manipulation and also introduced geometric continuity in a way to preserve continuity of the control points. Beta-spline is built on $G^2$ continuity condition which is to guarantee the smoothness and accuracy of the fitted curve to the data points. Beta-spline curves can be controlled in three ways which are using weights (rational), control points and shape parameters.

The cubic beta-spline equation is given as,

$$F(t) = [F][M][V]$$

where $[F]$ is the polynomial matrix, $[F] = [t^3 \ t^2 \ t \ 1]$  
$[M]$ is the beta-spline basis function matrix,

$$[M] = \begin{bmatrix}
-2\beta_1^2 & 2(\beta_1 + \beta_2 + \beta_3) & -2\beta_1^2 \\
6\beta_1^2 & 2(3\beta_1^2 + 2\beta_2^2 + \beta_3^2) & -2(2\beta_1^2 + \beta_2^2 + \beta_3^2) \\
-2\beta_1^2 & 2(\beta_1 + \beta_2 + \beta_3) & -2\beta_1^2
\end{bmatrix} \cdot \frac{1}{\beta_1^2}$

with and, $[V]$ is the control points matrix, $[V] = [V_1 \ V_2 \ V_3 \ V_4]^T$

This paper will use sum squared distance (SSD) as objective function for PSO technique. To get the SSD value, control points are needed to be evaluated first using least squares method [15] as follows.

$$SSD_1 = \left\| F(t_i) - P_1 \right\|^2$$

The distance, $SSD_1$ is calculated between curve points, $F(t_i)$ to its corresponding data point, $P_1$.

2.2. Particle swarm optimization

Particle Swarm Optimization (PSO) was first introduced by [16]. The idea of the development of PSO comes from the observation of the biological behaviour of bird flock in searching for food. A group of bird randomly searching food in an area, but there is only one piece of food in that area. Every bird does not know where the food is, but they know how far the food is by iterate many times searching in that area. PSO learned from this scenario and used it to solve optimization problems. PSO in this paper are using the improvement PSO based on [12]. Figure 1 shows the pseudocode that will be used in this paper.

For each particle

Initialize position and velocity of particles.

End

For each iteration

For each particle

Step 1. Find average and minimum of fitness value of all particles in current iteration.

Step 2. Calculate inertia weight. If fitness value in current particle and current iteration less than average fitness value in current iteration, the inertia weight is as below,

$$\omega_i^t = \omega_{\min} + (\omega_{\max} - \omega_{\min})\frac{f_{\text{avg}}^t - f_{\text{min}}^t}{f_{\text{avg}}^t - f_{\text{min}}^t}$$

and if vice versa, the inertia weight is equal to $\omega_{\max}$

Step 3. Calculate cognitive coefficient and social coefficient

$$c_1 = 0.5(\omega_i^t + 1)^2$$

$$c_2 = \min(4,2(\omega_i^t + 1)) - c_1 - 0.000001$$

Step 4. Calculate particle velocity according to equation below

$$v_i^{t+1} = \omega_i^t v_i^t + c_1 \text{rand}(pgbest_i^t - x_i^t) + c_2 \text{rand}(pbest_i^t - x_i^t)$$

Step 5. Update particle position according to equation below

$$x_i^{t+1} = x_i^t + v_i^{t+1}$$

Step 6. Evaluate the fitness value of every particle after velocity and position updating formula.

Step 7. If the fitness value is better than best fitness value in history, set current value as new best fitness value. Choose the particle with the best fitness value of all particles as the global best value.

End

End

Fig. 1: Pseudocode of PSO algorithm based on [12]

where

$\omega_i^t$ is the inertia weight of particle $i$ at time $t$ which controls the momentum of the particle,

$\omega_{\min}$ is the minimum value for the inertia weight range,

$\omega_{\max}$ is the maximum value for the inertia weight range,

$f_{\text{avg}}^t$ is the fitness function of particle $i$ at time $t$,

$f_{\text{min}}^t$ is the minimum fitness value of all particles at time $t$,

$f_{\text{avg}}^t$ is the fitness value average of all particle at time $t$,

$c_1$ is the cognition factor that help in local distance searching,

$c_2$ is the social factor that help in global distance searching,

$v_i^t$ is the velocity vector of particle $i$ at time $t$,

$rand$ are the random numbers in the range of 0 to 1,

$pbest_i^t$ is the personal best position of particle $i$ at time $t$,

$pgbest_i^t$ is the global best position at time $t$,

$t$ is the number of iteration
is the number of particle

The process in Figure 1 is embedded into the main loop for beta-spline shape parameter optimization using PSO

![Flowchart](image)

**Fig. 2:** Flowchart of beta-spline curve fitting with using PSO

In the flowchart, process ‘A’ is the PSO process as stated in Figure 1. Once the optimum values of shape parameters are obtained, beta-spline curve fitting process is done as shown in Step 2. Finally, the performance of the fitted curve is measured based on approximation error as stated in Step 3 where the approximation error when \( \beta_1 = 1 \) and \( \beta_2 = 0 \) is compared with the approximation error when shape parameters of beta-spline, \( \beta_1 \) and \( \beta_2 \) is optimized by PSO.

3. Results and Discussion

The developed method is applied on two fronts: \( \varsigma \) and \( \delta \). These fonts are chosen due to its curvy edges. The range for \( \beta_1 \) and \( \beta_2 \) chose are \( 0.5 \leq \beta_1 \leq 100 \) and \( -2.8 \leq \beta_2 \leq 100 \) respectively which satisfy convex hull properties. These range are manipulated later to analyse its effect on the optimized shape parameters values. The stopping criteria for this experiment is when the maximum iteration is achieved. For comparison purpose, the approximation errors using this method are compared with the approximation errors using the basic values of shape parameters, \( \beta_1 = 1 \) and \( \beta_2 = 0 \).

3.1. Font \( \varsigma \)

The calculated shape parameters, and the corresponding SSD in given in Table 1.

Table 1: PSO Iterations for \( \varsigma \)

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Best SSD</th>
<th>( \beta_1 )</th>
<th>( \beta_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1052.49647062</td>
<td>2.26037661</td>
<td>32.5960583</td>
</tr>
<tr>
<td>20</td>
<td>201.01303034</td>
<td>0.99545086</td>
<td>0.61122668</td>
</tr>
<tr>
<td>40</td>
<td>200.96401596</td>
<td>0.99565410</td>
<td>0.55331729</td>
</tr>
<tr>
<td>49</td>
<td>200.96401589</td>
<td>0.99565529</td>
<td>0.55326597</td>
</tr>
<tr>
<td>100</td>
<td>200.96401589</td>
<td>0.99565529</td>
<td>0.55326597</td>
</tr>
</tbody>
</table>

Table 1 shows that the best SSD after 100 iterations is 200.96401590 accurate to eight decimal places. In the first iteration, the best SSD is too far from the final SSD. The best SSD values start to converge from 49th iteration, and so the shape parameters. Therefore, the optimized values of shape parameters for this case are \( \beta_1 = 0.99565525 \) and \( \beta_2 = 0.55326597 \). Basic shape parameters values give error 205.73029. Thus, the optimized shape parameters values have improved the error by 2.32\%.

3.2. Font \( \delta \)

As done in Section 3.1, 100 iterations are applied in optimizing the shape parameters values for \( \delta \). The calculated best SSD and shape parameters are shown in Table 2.

Table 2: PSO Iterations for \( \delta \)

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Best SSD</th>
<th>( \beta_1 )</th>
<th>( \beta_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4419.91960698</td>
<td>3.92144606</td>
<td>59.52839866</td>
</tr>
<tr>
<td>20</td>
<td>354.41959172</td>
<td>1.00025457</td>
<td>-0.1497484</td>
</tr>
<tr>
<td>40</td>
<td>354.37501387</td>
<td>0.99998905</td>
<td>-0.16988013</td>
</tr>
<tr>
<td>44</td>
<td>354.37501260</td>
<td>0.99998171</td>
<td>-0.1698763</td>
</tr>
<tr>
<td>100</td>
<td>354.37501260</td>
<td>0.99998171</td>
<td>-0.1698763</td>
</tr>
</tbody>
</table>

The approximation error when \( \beta_1 = 1 \) and \( \beta_2 = 0 \) is 357.46727520. From Table 2, the best error is 354.37501261 which started to converge from 44th iteration. Thus, the error has been improved by 0.87\%. The optimized shape parameters values are \( \beta_1 = 0.99998171 \) and \( \beta_2 = 0.16968764 \). The fitted curves on \( \delta \) is shown in Figure 4.

3.3. Manipulation of Shape Parameter Range

As mentioned before, the range of shape parameters can be manipulated if it satisfies the convex hull properties. Some of the tested range are shown in Table 3 and Table 4. The number of iterations and particles are 100 and 30 respectively.
and $\beta$ are tested to get the most suitable

$\beta = \beta - \beta_2$.

An efficient technique for

From Table 3, the first two range gives the best SSD for $\omega$. However, the first range does not suitable for $\delta$ as shown in Table 4. It explains the reason of choosing $0.5 \leq \beta_1 \leq 100$ and

$-2.8 \leq \beta_2 \leq 100$ in this paper. For the last range where

$5 \leq \beta_1 \leq 100$ and $-93.5 \leq \beta_2 \leq 100$, it is not suitable for both fonts. This is because $\beta_1$ is the bias shape parameter. The increment of $\beta_1$ value will attract the curve to the other side of its control polygon. If this range is chosen, more number of iterations might be needed.

4. Conclusion

PSO technique is implemented to automatically calculate the optimum sum squared distance and shape parameters of beta-spline, $\beta_1$ and $\beta_2$. Previously, the values of these parameters are user-defined, and no specific guideline is given. These values are very significant to be determined since it affects the accuracy of the fitted curve in terms of SSD. Therefore, minimizing SSD is decided as the objective of this PSO. The range of $\beta_1$ and $\beta_2$ is decided based on the convex hull properties of beta-spline curve. Several ranges of $\beta_1$ and $\beta_2$ are tested to get the most suitable one. From the result, it is shown that the calculated shape parameters can improve the approximation error (SSD) of the fitted curves. From the $\beta_1$ values, it can be concluded that the calculated values do not vary too much, although the maximum value in the range is 100. This is because the increment of $\beta_1$ value will attract the curve away from its original position and may reduce the range is 100. This is because the increment of $\beta_1$ value will attract the curve away from its original position and may reduce the accuracy.

Based on analysis, the suggested range of shape parameters is $0.5 \leq \beta_1 \leq 100$ and $-2.8 \leq \beta_2 \leq 100$ with 30 number of particles, and 100 iterations. Thus, the optimum value of shape parameters of beta-spline, $\beta_1$ and $\beta_2$ for $\omega$ image is

$\beta_1 = 0.99565528$ and $\beta_2 = 0.55326597$; for $\delta$ image is

$\beta_1 = 0.99998171$ and $\beta_2 = -0.16968763$. The accuracy for both fonts are improved by 2.32% and 0.87% respectively. This improvement can be increased if higher number of iterations and populations are considered.
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