Speech Enhancement based on 2D Gabor Filters for Arabic Phoneme Spoken by Malay Speakers
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Abstract

In this paper, a speech enhancement method using 2D Gabor filter is proposed. The proposed filter is used to enhance Arabic phoneme speech signals that have been recorded under control environment namely indoor room recording. All the phoneme signals are spoken by Malay speakers and considered as non-native Arabic speakers. Firstly, corrupted speech signals by noise must be enhanced before further processing. The effectiveness of the suggested approach is evaluated in compare with Wiener filter. It is proven that the proposed 2D Gabor filters performed appropriately for speech enhancement purpose at different wavelengths.
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1. Introduction

Due to the importance of speech enhancement in many applications such as communications, coding systems, hearing aids, aircraft cockpits, automatic speech recognition systems and forensics are still considered as one of relevant and important research areas to be explored. As we know, speech enhancement aims to reduce or eliminate the unwanted data in a speech waveform with the aim of increasing the acceptability, clearance and intelligibility of the speech signal but without degrading the original signal. Speech signals noises can be classified into several types according to the characteristics of the time and frequency domain, narrow band noise, band limited white noise, colored noise, impulse noise and transient noise pulses. On the other hand, speech enhancement can be categorized into two classes: single-channel and multi-channel approaches. Single-channel enhances the intelligibility and quality of speech, whilst multi-channel shows the ability to improve the quality and intelligibility of the speech using spectral and spatial details of both speech and noise [1]. Thus, in order to solve speech enhancement challenges, many algorithms have been suggested. For instance, conventional method of speech enhancement using spectral subtraction was proposed by [2], followed by enhancement method based on Wiener filter [3, 4] and minimum-mean square error approach [5]. In addition, there are also speech enhancements algorithms that was suggested based on sub-band method. The main usage of sub-band adaptive filters is to identify the response of very long impulse, but these filters have low convergence. Also, it can be used to identify the linear systems depending on its impulse responses [6]. Furthermore, the main principle of speech enhancement approaches via Discrete Wavelet Transform coefficients (DTW) thresholding the noisy speech is the first estimation to determine the difference between DWT coefficients of noise as compared to pure speech. Then, DWT coefficients thresholding is implemented to reduce the noise in the speech waveform. Recently, many researchers have focused on using wavelet packet for speech enhancement as proposed by [7] using integration between perceptual filterbank and minimum mean square error short time spectral amplitude estimation. The filterbank was built according to undecimated wavelet packet decomposition tree. Another speech enhancement algorithm was also proposed by [8] that consist of two portions relayed on wavelet package. The first stage is accomplished using wavelet transform followed by the second stage for removal of wavelet coefficients of the noisy speech. Additionally, new enhancement method was also suggested by [9] using time-scale adaptation of wavelet thresholds specifically wavelet coefficients energy is used to represent time dependency along with scale dependency is represented by spreading the level dependent threshold principle into wavelet packet thresholding. On the other hand, in [10] suggested speech enhancement system that based on wavelet thresholding techniques to overcome basic wavelet thresholding algorithm limitations namely white Gaussian noise and bad auditory quality. As reported in [10], in order to solve the drawback of basic wavelet thresholding, a system of speech enhancement based on adaptive thresholding of the wavelet packets was proposed without voiced/unvoiced detection system as a different speech activity detector is setup as an alternative to update noise statistics for colored or non-stationary noise. Furthermore, adaptive wavelet thresholding was developed for waveform enhancement as discussed in [11]. The Bionic Wavelet Transform was initially intended for voice coding, but later used for speech enhancement by deriving an adaptive wavelet transform from non-linear auditory model of the cochlea. Moreover, wavelet packet transform was also applied to remove additive white Gaussian noise from corrupted speech signal and sufficient results reported using soft thresholding function. On the other hand, as explained in [12], a critical-band decomposition was developed for waveform enhancement method. The method anticipated converting noisy background into wavelet coefficients, followed by enhancement of the coefficients by subtracting threshold from noisy coefficients. Thresholding was accomplished using segmental SNR and noise masking threshold. Another research on speech enhancement was
also conducted by [13] that introduced a gain factor derived from the noise masking threshold.

2. Database Acquisition

This section outlined the speech acquisition that acted as database in this study. A data corpus was acquired as reported in our previous research [14]. Recall that the corpus comprises of Arabic speech signals that were recorded in an unstrained environment. These Arabic speech signals are recorded using a Logitech microphone and algorithms are developed in MATLAB to achieve the recording process. In this speech dataset, 11 KHz and 16-bits are allocated as the sampling rate and sample format respectively with one (1) channel (mono) assigned as a channel. All the involved speakers are non-native Arabic speaker namely the Malay subjects. The designed dataset comprises of 1400 samples, collected from 50 Malay individuals (25 males and 25 females). Each speaker is required to utter all twenty eight phonemes of Arabic language.

3. 2-D Gabor Filters

The 2-D Gabor filters were proposed by [15] to simulate the spatial summation functions of simple cells in the visual cortex. These filters are extensively implemented in image processing, computer vision, neuroscience and psychophysics. Hence, in this study the modified version of the 2-D Gabor is used as outline in (1).

\[ g_{\xi,\eta,\sigma,\gamma,\theta,\lambda,\varphi}(x, y) = e^{-\left(\frac{2\sigma^2}{\lambda} + \varphi\right)}2\sigma^2\cos(2\pi\frac{x' + \varphi}{\lambda}) \]

\[ x' = (x - \xi)\cos\theta - (y - \eta)\sin\theta \]

\[ y' = (x - \xi)\sin\theta + (y - \eta)\cos\theta \]

where the arguments x and y specify the position of a point in the visual field and the pair (ξ, η), which has the identical domain as the pair (x, y), stipulates the center of a receptive field within the visual field. The parameter σ defines the linear size of the receptive field. Its eccentricity and herewith the eccentricity of the receptive field ellipse is represented by the parameter γ, called the special aspect ratio. The parameter λ is the wavelength and 1/λ is the spatial frequency of the harmonic factor \( \cos\left(\frac{2\pi x}{\lambda} + \varphi\right) \). The ratio σ/λ refers to the spatial frequency bandwidth of inhibitory stripe zones that can be perceived in the receptive fields. The angle parameter θ identifies the orientation of the normal to the parallel excitatory and inhibitory stripe zones. Lastly, the parameter ϕ that is phase offset in the argument of the harmonic factor \( \cos\left(\frac{2\pi x}{\lambda} + \varphi\right) \) determines the symmetry of the function \( B_{\xi,\eta,\sigma,\gamma,\theta,\lambda,\varphi}(x, y) \).

4. Results and Discussion

By applying in (1) on the phoneme signals, the parameters are adjusted to give appropriate outcomes. The adoption and adjustment of the parameters are based on suggestions by [16, 17]. The parameter γ, known as spatial aspect ratio, is proven by [18] differs in the range of 0.23 ≤ γ < 0.92. This factor stipulates the Gabor function support ellipticity. For γ = 1, the support is circular. For γ < 1 the support is lengthened in orientation of the parallel stripes of the function whilst the default value is at γ = 0.5. The second parameter is the wavelength λ that represent the wavelength Gabor filter kernel cosine factor and bounded the selected wavelength of the corresponding filter. Its value is specified as scale. The validated numbers are real values, which are > 2. Mostly, when λ = 2, it should not be used in combination with phase offset ϕ = -90 or ϕ = 90 since in such matters the Gabor function is sampled in its zero crossings. So, as to avoid the phoneme signal degrading, the wavelength value is supposed be lesser than 2 of the input signal size. Next, the parameter θ identifies the orientation of the regular to the parallel stripes of a Gabor function. The parameter value is indicated in degrees. Whilst, the valid number are real values between 0 and 360. The phase offset ϕ in the argument of the cosine factor of the Gabor function is indicated in degrees. The valid numbers are real values in the range 180 and 360. The values 0 and 180 match up to center-symmetric ‘center-on’ and ‘center-off’ functions correspondingly, while -90 and 90 correspond to anti-symmetric functions. All other cases relate to asymmetric functions. The half-response spatial frequency bandwidth b (in octaves) of a Gabor filter is related to the ratio σ/λ, where σ and λ are the standard deviation of the Gaussian factor of the Gabor function and the selected wavelength separately as in (2):

\[ b = \log_2\left(\frac{\sigma - \sigma \frac{\ln 2}{\lambda}}{\sigma + \sigma \frac{\ln 2}{\lambda}}\right) = \frac{1}{\pi} \sqrt{\frac{\ln 2}{2}} \frac{2^b + 1}{2^b - 1} \]

The σ value is not computable in a straight line. In contrast, the σ value would be transformed via the bandwidth b. For the bandwidth value, it has to be identified as a real positive number. The default value is 1, and both of σ and λ are associated as follows: σ = 0.56 λ. The smaller the bandwidth, the larger σ, the support of the Gabor function and the number of visible parallel excitatory and inhibitory stripe zones. The outcome of applying Gabor filters on Arabic phoneme signals is illustrated in Figure 1.

Fig 1: Input phoneme signals and the enhanced phoneme signals using Gabor filters

In order to show the efficiency of using Gabor filters in speech enhancement, Figure 2 depicted the spectrogram of both the noisy and enhanced phoneme signal.

Fig 2: The spectrogram of the noisy signal and the enhanced signal
4.1 Signal-to-Noise Ratio

The results tabulated in Table 1 demonstrated the Signal-to-Noise Ratio of the suggested technique and Wiener filter. The Signal-to-noise Ratio (SNR) values are calculated as in (3).

\[
\text{SNR} = 10 \times \log_{10} \left( \frac{\sum_{n=1}^{N} S^2(n)}{\sum_{n=1}^{N} |S(n) - \hat{S}(n)|^2} \right)
\]  

(3)

In Table 1, all the speech waveform are degraded by ordinary room noise during the recording process. It is perceived that the SNR values of the suggested technique in Table 1 are lower than the SNR of Wiener filter. As for the phoneme signals with 10 dB, 5 dB, -5 dB and -10 dB noise signal, it showed that SNR of the anticipated approach are larger than the SNR values of the Wiener filter.

Table 1: SNR (dB) Performance on Both Noisy Signals (Left) and Phonemes Signals Corrupted by White Noise (Right) Using Proposed Method and Wiener Filter

<table>
<thead>
<tr>
<th>Noisy Signal</th>
<th>Method</th>
<th>Input SNR White Noise</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Proposed</td>
<td>10</td>
<td>2.28</td>
</tr>
<tr>
<td></td>
<td>Wiener</td>
<td>10</td>
<td>2.28</td>
</tr>
</tbody>
</table>

4.2 Segmental Signal-to-Noise Ratio

The definition of Segmental Signal-to-Noise Ratio (SSNR) is the average SNR values computed from speech signals after divided into several frames. The definition of the Segmental Signal-to-Noise Ratio is stated as in (4).

\[
\text{SSNR} = \frac{1}{N} \sum_{n=0}^{N-1} 10 \log_{10} \sum_{k=0}^{K-1} \frac{|s(n,k)|^2}{|s(n,k) - \hat{s}(n,k)|^2}
\]  

(4)

where k is the frequency index and n is the segment index. For computational of SSNR values, the segment frame length was assigned to be 32 ms (512-point FFT). The larger the segmental SNR value, the better the recovery performance. As shown in Table 2, it is observed that the suggested technique contributed the highest Segmental SNR in every case and the speech signals that are corrupted with the recording room noises, the proposed method yield lowest Segmental SNR as compared to Wiener filter.

Table 2: Segmental SNR (dB) Performance on both Noisy Signals (Left) and Phonemes Signals Corrupted by White Noise (Right) Using Proposed Method and Wiener Filter

<table>
<thead>
<tr>
<th>Noisy Signal</th>
<th>Method</th>
<th>Input SNR White Noise</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Proposed</td>
<td>10</td>
<td>2.30</td>
</tr>
<tr>
<td></td>
<td>Wiener</td>
<td>10</td>
<td>2.30</td>
</tr>
</tbody>
</table>

4.3 SNR Analysis

The effect of the wavelength \( \lambda \) on the output SNR (dB) is shown in Figure 3.

Fig. 3: SNR (dB) output versus wavelength

The highest SNR value is 7.79 dB, which corresponded to the wavelength \( \lambda = 81 \) that appears in the peak of number 4. Figure 4 showed the enhanced signal with \( \lambda = 81 \). Next, Figure 4(b) depicted the results of the enhanced speech signal that is corresponded to the peak of number 1 with wavelength \( \lambda = 5 \) and output of SNR as 4.41 dB. Further, Figure 4(c) shows the enhanced phoneme waveform which is matched to the peak of number 2 with wavelength \( \lambda = 16 \) and the output SNR is as 5.38dB. Moreover, Figure 4(d) demonstrates the enhanced speech signal that corresponds to the peak number 3 with wavelength \( \lambda = 37 \) and the output SNR is 2.84 dB. As shown in Figure 4(e), the enhanced phoneme waveform that is corresponding to the peak of number 5 with wavelength \( \lambda = 170 \) and the output SNR is 2.15 dB is plotted. Based on these results, it was found that the optimal value for \( \lambda \) is 81 that yield SNR at 7.79. Also, it is observed that all wavelengths greater than 170 contributed to similar enhanced signals with almost similar SNR.

4.4 SSNR Analysis

The effects of the wavelength \( \lambda \) on the Segmental SNR are as shown in Figure 5. The highest Segmental SNR values shown as...
peaks and the highest peak value is 3.75 dB, which is corresponding to the wavelength $\lambda = 400$ and appears at peak of number 9. Figure 6a showed the enhanced signal with $\lambda = 400$. In Figure 6a, at $\lambda = 400$, the noise of the signal is slightly removed.

The presented results in Figure 6(b) showed the corresponded results to peak of number 1 with wavelength $\lambda = 1$ and the output Segmental SNR is 0.985 dB. In addition, in Figure 6(c) the enhanced phoneme signal is presented. These results are corresponded to the peak of number 2 with wavelength $\lambda = 3$ and the output Segmental SNR is 0.853 dB. By comparing the two segmental SNR ratio, it is observed that the segmental ratio is higher when $\lambda = 1$ than $\lambda = 3$ and the noise is lower in Figure 6a than in Figure 6c. Next, Figure 6(d) illustrates the enhanced speech signal which are corresponded to the peak of number 3 with wavelength $\lambda = 17$ with Segmental SNR at 0.857 dB. As for Figure 6(e), the enhanced phoneme signal and its related spectrogram respectively is presented too. These results are corresponded to the peak of number 4 with wavelength $\lambda = 41$ and the output Segmental SNR as 0.690 dB. Furthermore, Figure 6(f) depicted the enhanced speech signal. These results are corresponded to the peak of number 5 with wavelength $\lambda = 88$ and the output Segmental SNR is at 2.025 dB. As for Figure 6(g), the enhanced phoneme signal is plotted. These results are corresponded to the peak of number 6 with wavelength $\lambda = 105$, and Segmental SNR at 2.024 dB. Next, Figure 6(h) showed the enhanced speech signal. These results are corresponded to the peak of number 7 with wavelength $\lambda = 117$ and the output Segmental SNR at 1.875 dB. As for the enhanced version, Figure 6(i) shows the corresponded results to peak of number 8 with the wavelength $\lambda = 171$ and the Segmental SNR as 3.188 dB.

Further, Figure 7 illustrated the SNR and Segmental SNR of each peak. It was found that the both lowest value of SNR and segmental SNR are at the 7th peak specifically 2.132 dB with $\lambda = 117$ as the wavelength whilst the highest SNR value is on the 5th peak, which is equal to 7.147 dB and its corresponding wavelength is $\lambda = 88$.

5. Conclusion

In conclusion, an approach for speech enhancement is implemented specifically for Arabic phonemes speech signals pronounced by Malay speakers. The proposed method is created by applying a 2-D Gabor filter on Arabic phonemes signals in order to eliminate noises in the voiced signals that is attained during the recording process. In addition, the wavelength of the filters is specified based on the output values of the SNR and Segmental SNR. Further, the performance of the proposed method is compared to Wiener filter and it was proven that the proposed method performed better. Hence it can be concluded that the proposed method using Gabor filters is indeed suitable to be used as speech enhancement method for speech signals that consists of one syllabus as owned by the recorded Arabic phoneme speech signals.
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