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Abstract

Frequent Itemset Mining become so popular in extracting hidden patterns from transactional databases. Among the several approaches, Apriori algorithm is known to be a basic approach which follows candidate generate and test based strategy. Although it is efficient level-wise approach, it has two limitations, (i) several passes are required to check the support of candidate itemsets. (ii) Towards more candidate itemsets and minimum threshold variations. A novel approach is proposed to tackle the above limitations. The proposed approach is one pass Hash-based Frequent Itemset Mining to derive frequent patterns. HFIM has feature that maintains candidate itemsets dynamically which are independent of minimum threshold. This feature allows to limit the number of scans over the database to one. In this paper, HFIM is compared with the Apriori to show the performance on standard datasets. The result section shows that HFIM outperforms Apriori over large databases.
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1. Introduction

Frequent Itemset Mining become so popular data mining technique in extracting hidden information that is highly correlated items from a large transactional database. Transactional database is defined as follows. Let DB be a set of tuples \([T1, T2, T3, \ldots, Tm]\), \([I1, I2, I3, \ldots, In]\) be a set of distinct items. An itemset \(X\) is set of items which is a subset of \(I\). 

\[ X \subseteq I \]

The support of an itemset is determined from the occurrence of itemset \(X\) in the transactions with respect to the total number of transactions in the database. The itemset \(X\) is said to be frequent if its support reaches the given user threshold value. So the goal of FIM is to derive such kind of frequent itemsets from database.

FIM approaches have been classified into two categories, the first category, approaches are based on Apriori Heuristic [1]. Here they first generate candidates size \(k\) from its frequent itemsets of size \((k-1)\) length in a level-wise manner and then find its support by scanning the database. In the second category, approaches are based on the FPgrowth heuristic [2]. They represent the entire database as a compressed tree in main memory, then visit tree recursively to find all frequent patterns. Although second classifications are efficient than apriorin terms of number of passes and candidates, they consume high amount of memory space especially for the large databases.

In this paper, we propose a Novel approach called HFIM (Hash-based Frequent Itemset Mining), which derived frequent itemsets with a single scan of the database DB. Here, the candidate itemsets are generated and maintained in hash table per each transaction with their support. Candidate itemsets are incremented by one if it is already maintained in the hash table, when reading new transaction. If the itemset does not exist, one new entry is created in the hashing table and set to 1. At the end of database, each itemset frequency is examined and compared with the threshold to declare frequent itemsets whose support is greater than or equal to threshold. In the result section, results of the proposed approach HFIM is presented and it outperforms Apriori approach for the variety of databases.

The rest of the paper is organized as follows. The next section reviews the existing techniques of FIM. In the next section3, the proposed HFIM is presented. The performance of the proposed approach is presented in the section 4, and conclusions are presented in the last section.

2. Related Work

FIM approaches can be classified into two categories. The first classification is the level-wise candidate generate and test based strategy, where the candidate itemsets are generated first and then tested their support against the database. The second classification follows divide and conquer policy, where compressed tree is used to maintain the entire database and recursively visited to derive all the frequent itemsets. The detailed explanation for these approaches are given below.

The popular approach under generate and test strategy is Apriori proposed by Agrawal et al [1]. In this approach, candidates are generated in a level-wise manner recursively from its previous length frequent information. The candidate generation algorithm
generates k-size candidates from (k-1) sized itemsets. Then those candidates are validated and incremented by 1 against the database. This process is repeated until no more candidates are generated.

Let us consider the transaction database illustrated in Table 1[1], it recorded with 9 transactions and 5 items{I1, I2, I3, I4 and I5}.

<table>
<thead>
<tr>
<th>Transaction ID</th>
<th>List of item ids</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I1, I2, I5</td>
</tr>
<tr>
<td>2</td>
<td>I2, I4</td>
</tr>
<tr>
<td>3</td>
<td>I2, I3</td>
</tr>
<tr>
<td>4</td>
<td>I1, I2, I4</td>
</tr>
<tr>
<td>5</td>
<td>I1, I3</td>
</tr>
<tr>
<td>6</td>
<td>I2, I3</td>
</tr>
<tr>
<td>7</td>
<td>I1, I3</td>
</tr>
<tr>
<td>8</td>
<td>I1, I2, I3, I5</td>
</tr>
<tr>
<td>9</td>
<td>I1, I2, I3</td>
</tr>
</tbody>
</table>

Fig 1 shows list of candidate and frequent itemsets of the Apriori algorithm for a given user threshold 22% or mincount = 2. Database D is visited to calculate the frequency/support of k-candidate itemsets (k=1), then 1-length itemsets are extracted and presented in fig 1. For the example of Table1, all items are considered as candidates and frequent since their support reached threshold (mincount=2). In second iteration, 2-candidate itemsets are generated from 1-length frequent itemsets (simple join). Database D is scanned to calculate the support of 2-candidate itemsets and 2-length itemsets are derived as {I1 I2, I1 I3, I1 I5, I2 I3, I2 I4, I2 I5}. I1 12, I1 15, I2 13, I2 14, I2 15, I1 12 15, I1 12 13} are candidates generated by joining 2-length frequent itemsets as size of 3. Fortunately all of them are identified as frequent because their support is 2. This process is terminated because no candidates are generated for the size of 4. Finally the frequent itemsets for a given threshold 0.22, {I1, I2, I3, I4, I5, I1 I2, I1 I3, I1 I5, I2 I3, I2 I4, I2 I5, I1 I2 I5, I1 I2 I3}. The NFPgrowth algorithm proposed by Cerf et al. [8] improves the performance of FPGrowth by maintaining frequent patterns tree as independent table, which improves the speed and allows to create tree only once. Variant of FPGrowth algorithm was proposed [7] to deal uncertain data. FP-array techniques was proposed [9,10] to reduce the traversing time of FP tree, which aims at frequent itemsets as well as other patterns like categorical, maximal and close itemsets.

The above classification, first one takes more passes and candidates to process database for frequent itemsets, whereas second one is proposed to avoid candidate itemset generation and less passes. However, second one follows divide and conquer strategy and recursive mining procedure allows to consuming huge memory space. These kind of approaches need to be considered for the improvement, since the current transactional databases are very large with million records [11]. Recently, bio inspired approaches has been added to the above two classification to reduce competency over the database. BSO-ARM[12], PGARM[13] and PeARM[14] are the few considered as review among them. These kind of bio inspired approaches are limited to the regular frequent itemsets only.

3. Hash Bashed Frequent Itemset Mining: (Hfim):

This section discusses the proposed method Hash based frequent itemset mining. The algorithm illustration immediately followed by an analysis of HFIM compared with Apriori.

3.1 HFIM Algorithm:

The main aim of the proposed approach HFIM is to reduce the number of scans over the database DB. The basic idea is to generate or maintain all possible candidate itemsets for each transaction Ti from DB in Hash table. While processing new
transaction, support count of itemsets of hash table is incremented by 1, if such itemset is already generated and maintained in hash table. Otherwise, itemset support is initialized to 1, if it is not generated previously. The same procedure is repeated until all the transactions of DB have been visited. The HFIM takes one scan of the DB to derive all frequent itemsets, it can be said to complete. Because frequent itemsets are directly derived from the transactions of the DB whose support is greater than or equal to $m \times \text{minsup}$.

Algorithm 1. HFIM Algorithm

Output: FI: All Frequent Itemsets

for each transaction $T_j$ do
   $C$ ← GenerateCandidates($T_j$).
   For each itemset $i \in C$
   If $i \in \text{Hash}$ then
      $\text{Hash}(t)$ ← $\text{Hash}(t)+1$
   else $\text{Hash}(t) \leftarrow 1$
   end for
   end for
   $FI \leftarrow \emptyset$
   for itemset $s \in \text{Hash}$ do
      If $\text{Hash}(s) \geq \text{minsup}$ then
         $FI \leftarrow F \cup s$
      end if
   end for
   return $FI$.

3.2 HFIM Algorithm Description:

HFIM consider transactional database DB as input, and the minimum threshold as minsup. It uses additional storage datastructure Hash table represented by Hash to store and manipulate all the itemsets. Finally, algorithm returns the set of itemsets whose support $\geq \text{minsup}$.

At first, candidate itemset $C$ is generated from each transaction $T_j$, for example, transaction 1 contains I1, I2 and I5. And the possible candidate itemsets are $\{ \text{I1, I2, I5, I1 I2, I1 I5, I2 I5, I1 I2 I5} \}$. After that, each itemset $i \in C$ is stored in the hash table Hash. Hash is initialized to empty, so entries are created with the item name as keys and the candidates support is initialized to 1. Otherwise, means if it is matching with the key then its support will be incremented by 1. After visiting all the transactions, $FI$ is returned with the list of itemsets whose support reaches minsup. The visual representation of HFIM approach for Table 1 with minsup=2 is presented in Fig 2. Fig 2 shows that the frequent itemsets of the example is same as apriori shown in Fig 1.

4. Experimental Results:

Several experiments have been presented to show the performance of HFIM with the standard data sets used in [16]. The first dataset is recorded with transactions of 2178, number of items from 8 to 16, and the average of items per transaction is between 8 and 16. The second data set with medium sized database size of 4 with transactions size varies from 59000 to 100000, number of items from 500 to 16000, average items is from 2 to 10.

Third dataset is a large database BMPPOS, which is recorded with 500000 transactions and above 1600 items with average items 2.5. All the experiments are carried with the configurations of Intel i3 processor, 4GB RAM, and implemented in JAVA.

Table 2: Run time comparison of HFIM and Apriori

<table>
<thead>
<tr>
<th>Data set Name</th>
<th>HFIM</th>
<th>Apriori</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bolts</td>
<td>140</td>
<td>4</td>
</tr>
<tr>
<td>Sleep</td>
<td>110</td>
<td>6</td>
</tr>
<tr>
<td>Pollution</td>
<td>821</td>
<td>20</td>
</tr>
<tr>
<td>Basket ball</td>
<td>18</td>
<td>15</td>
</tr>
<tr>
<td>Quake</td>
<td>50</td>
<td>29</td>
</tr>
<tr>
<td>BMS-WebView-1</td>
<td>45</td>
<td>1002</td>
</tr>
<tr>
<td>BMS-WebView-2</td>
<td>80</td>
<td>3985</td>
</tr>
<tr>
<td>retail</td>
<td>525</td>
<td>4895</td>
</tr>
<tr>
<td>Connect</td>
<td>1285</td>
<td>2600</td>
</tr>
<tr>
<td>BMP POS</td>
<td>500</td>
<td>9825</td>
</tr>
</tbody>
</table>

Table 2 is presented with runtime comparison of HFIM and Apriori using standard datasets. It is observed that Apriori approach is performing better than Apriori. However for medium and large database, HFIM outperforms Apriori more than twice. In other way, we can say that HFIM is efficient than apriori when the database is dense.

The second experimental result is shown in Fig 3. It is observed that HFIM outperforms Apriori when the minsup is getting decreased.

5. Conclusion:

This paper has proposed HFIM approach, it is able to extract frequent itemsets with only one scan. Candidate itemsets and
intermediate information is stored in a data structure Hash Table, which is helped in reducing scans to one. Experimental results are showing that the proposed method is performing better than Apriori, which maintains all the candidates in a level wise manner that causes for more scans.

The proposed method is only compared with Apriori since the goal is to reduce the scans over the database. However, it is required to be modified to outperform approaches like DIC to reduce the number of candidates. It is also observed that HFIM can be extended to handle Big data specified data like sensor data and event log data.
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