Bayesian probabilistic approach by blind source separation for instantaneous mixtures
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Abstract

In this work, the novel method of blind source separation using Bayesian Probabilistic approach is discussed for instantaneous mixtures. This work demonstrates the source separation problem which is well suited for the Bayesian approach. This work also provides a natural and logically consistent method in which prior knowledge can be incorporated to estimate the most probable solution. The distributions of the coefficients of the sources in the basis are modeled by a generalized Gaussian distribution (GGD) which is dependent on the sparsity parameter q. The method also utilizes prior distribution of the appropriate sparsity parameter of sources present in the mixture. Once, the prior distribution for each parameter (like mixing matrix, source matrix, sparsity parameter and error or noise covariance matrix) are defined, the Bayesian a posterior probabilistic approach using Markov chain Monte Carlo (MCMC) method is exploited in estimation of a posterior distribution of mixing matrix, source matrix, sparsity parameter and covariance matrix of error. The blind source separation provides the results in the form of signal to distortion ratio (SDR), signal to artifacts ratio (SAR) and signal to interference ratio (SIR) at different SNR.
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1. Introduction

Bayesian sound source separation [1], [2] method is used to separate the various sources from the combined mixture of signals recorded by the microphone. The best example of mixed sound sources is a cocktail party organized by a small group of people. In this party there is one speaker who are speaking as a near end signal using one microphone at a particular instant of time. All the conversation by the speakers are recorded over the microphone. For example, suppose there are four microphone and three speakers are speaking using one of these microphone. Then the conversation of this speaker is being recorded by the rest of other three microphone. A similar situation occurs with rest of the speakers who are using the microphone. In this way microphone records the speech of all the speakers and sound is mixed together inside the microphone and it is difficult to separate these sources. In this work, the blind source separation [4] for over-determined mixtures are described using Bayesian a posterior approach [3]. The Bayesian inference on the unknown parameters is conducted using a Markov chain Monte Carlo (MCMC) methods [5], [6]. To promote sparsity in the sources, present in the mixture, the source matrix uses the generalized Gaussian distribution (GGD) [7], [8]. The GGD has a sparsity parameter which has Gamma distribution [9] as a prior distribution. The prior distribution for mixing matrix and error covariance matrix is taken in such a way that the solution for the equivalent posterior distribution in a closed form can be achieved. In such cases, the Gibb's sampling can be exploited for obtaining the samples for mixing matrix and error covariance matrix. On the other hand, the Metropolis Hasting algorithm is applied for obtaining the samples from the a posterior distribution of source matrix and sparsity parameter because the closed form is not achieved for the equivalent posterior distributions. The results are presented in the form of SDR, SIR and SAR at different SNRs. The rest of the paper is organized as follows: Section 2 describes the Bayesian model followed by analysis of the estimation of its Parameters using Posterior Conditionals. Section 3 covers the performance evaluation followed by the result and analysis in section 4 and 5. Finally, section 6 presents a brief conclusion and future scope.

2. Research method

2.1. Bayesian model

In this section, the Bayesian analysis associated with the mixing model defined in Equation 1 is described. This Bayesian analysis is defined in terms of source separation likelihood function and priors defined for each parameter present in the mixing model.

2.1.1. Source separation likelihood

In this work, the Bayesian approach is used to obtain statistical inference via available prior information either from subjective expert experience or prior experiments. This prior information yields progressively less influence in the final results as the sample size increases. The source separation model can be written as:

\[X|S, W) = SW + N\] (1)

Where, X, S, W and N are mixed signal matrix, source signal matrix, mixing matrix and noise matrix respectively. The dimension of S, W, N and X is n × m, p × m, n × p and n × p. Here, X = (x1, x2, · · · , xn)T. T here corresponds to the transpose operation. Each
2.2.1. Estimation of source matrix \( S \)

The source matrix \( S \) for the conditional posterior distribution can be found by seeing only those terms that involves the joint posterior distribution which in turn, involves only \( S \). Hence, conditional posterior distribution for \( S \) is given by

\[
p(S, W, C|X) \propto p(X|S, W, C) \cdot p(S|q) \cdot p(q) \cdot p(W|C) \cdot p(C) \tag{8}
\]

\[
P(S(q|W, C, X) \propto P(S|q) \cdot P(X|S, W, C) \tag{9}
\]

\[
P(S|q, W, C, X) \propto \frac{q}{\Gamma(1/\|q\|)} e^{-\|q\|^2} e^{-\frac{1}{2} tr((X-SW)C^{-1}(X-SW)^T)} \tag{10}
\]

It can be seen from Equation 9 that we cannot simulate directly from these Posterior distributions because they are not in a closed form. It is also difficult to get closed form for Equation 9. To solve this problem, the Metropolis-Hasting (M-H) algorithm is utilized [11]. In M-H algorithm, the proposal distribution for \( S \) is taken to be normal, \( N(\mu, \Sigma) \). Here, \( \mu \) is the mean for t-1 iteration and \( \Sigma \) is the variance. To increase the sensitivity of the random walk sampler, the scale of the random walk was chosen to be \( \Sigma = 0.01 \) [9]. The M-H algorithm used for sampling is explained in the appendix section.

2.2.2. Sparsity parameter \( q \) estimation

The sparsity parameter \( q \) for the conditional posterior distribution can be found by seeing only the terms of \( q \) in the joint posterior distribution. Hence, the conditional Posterior distribution for \( q \) is given by

\[
P(q(S|W, C, X) \propto P(q) \cdot P(S|q) \cdot P(X|S, W, C) \tag{11}
\]

\[
P(S(q|W, C, X) \propto \Gamma(a, b) \cdot \frac{e^{-\|q\|^2}}{\Gamma(1/\|q\|)} e^{-\frac{1}{2} tr((X-SW)C^{-1}(X-SW)^T)} \tag{12}
\]

From Equation 12, it can be noted that similar to Equation 9, we cannot simulate directly from these posterior distribution because they are not in a closed form. So in this case also, the M-H algorithm is used with normal distribution as the proposal distribution. The prior distribution for \( q \) is taken to be gamma distribution as explained in detail in [10].

2.2.3. Estimation of mixing matrix

The mixing matrix \( W \) for the conditional posterior distribution is obtained by seeing only those terms of \( W \) only in the posterior distribution. Hence, the conditional posterior distribution for \( W \) is given by

\[
p(W|S, C, X) \propto p(W|C)p(X|S, W, C) \tag{13}
\]

Here, the new variable \( \tilde{W} \) corresponds to the posterior conditional mean and thus defined as

\[
p(W(S, C, X) \propto e^{-\frac{1}{2} tr(C^{-1}(W-W)p(D^{-1} + SS)(W-W)^T)} \tag{14}
\]

\[
\tilde{W} = (W_pD^{-1} + XS)(D^{-1} + SS)^{-1} \tag{15}
\]

Since, the form shown in Equation 14 is in a closed form, so Gibbs sampling [11] can be used to obtain samples from this posterior distribution. The posterior conditional distribution for the matrix of \( W \) as the mixing coefficients given the matrix of sources \( S \), the error covariance matrix \( C \), and the data matrix \( X \) is Matrix normally distributed.
2.2.4. Error covariance matrix estimation

In estimation of conditional Posterior error covariance matrix estimation C, the conditional Posterior distribution for C consist of only those terms which involves only C. Thus, it is given by

\[ p(C|S,W,X) \propto p(W|C) \ast p(C) \ast p(X|C,S) \]

\[ p(C|S,W,X) \propto \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2} c} \]

Here, the variable C can be defined as

\[ \hat{c} = (X - SW)'(X - SW) + (W - \hat{W}_0)D^{-1}(W - \hat{W}_0)' + Q \]

The posterior conditional distribution of the observation error covariance matrix given S is the matrix of sources, the W is the matrix of mixing coefficients, and X is the data which is defined as Inverted Wishart.

3. Performance evaluation

Different evaluation tools such as signal to distortion ratio (SDR), signal to interference ration (SIR) and signal to artifacts ratio (SAR) [12] measures the overall performance of the proposed work of blind source separation Experiments are performed using GRID corpus database which consists of high quality of audio and video signals recordings of 1000 sentences spoken by each of 34 talkers (18 male, 16 female). Sentences are of the form “put red at G9 now”. The corpus, together with transcriptions, is freely available for research use. In the experiment, 158 different mixtures of speakers are utilized which speaks different types of sentences. These mixtures are then mixed together with AWGN noise at different SNRs. The number of sources present in the mixture is 2. The number of microphones used in this work is 4. It may be noted that all the model parameters used in the mixture are randomly initialized and iterated up to 1000 times to achieve corresponding optimal values. In 1000 iterations, 500 are burn in so the last 500 iterations are used to achieve model parameters. The hyperparameter used in the assignment are described in the ensuing section.

3.1. Hyperparameter assignment

In this section, the different hyperparameter used in calculation of Posterior distribution of individual model parameters are defined. Firstly, the score is obtained after applying principal component analysis on the mixture matrix X.

\[ \text{Score} = \text{princomp}(X) \]

The \( S_0 \) is then obtained by considering all the rows of score for total number of sources as shown below.

\[ S_0 = \text{score}(; 1: \text{Number of Sources}) \]

The hyperparameter \( D \) is obtained as

\[ D = (S_0 \ast S_0)^{-1} \]

The hyperparameter \( n \) is taken equal to length of the greatest speech signals present in the mixture. The hyperparameter \( W_0 \) is taken as

\[ W_0 = X \ast S_0 \ast D \]

The scale matrix \( Q \) for the error covariance matrix was assessed from

\[ Q = (X - S_0 \ast W_0)' \ast (X - S_0 \ast W_0) \]

The hyperparameter \( a \) and \( b \) used in the work are kept fixed at each iteration and taken equal to 0.2 and 2 [9] respectively.

4. Results

MATLAB toolbox of BSS Eval is used to determine the performance of (blind) source separation algorithms. The original source signals are available as ground truth [12]. In this work, the SDR, SIR and SAR are obtained for proposed method at different SNRs. The SNR used in this work are 50 dB and 10 db. The mean SDR, SIR and SAR are obtained from all the mixtures after averaging the 1000 iterations.

5. Analysis

The Figure 1 correspond to the mean or average SDR, SIR and SAR at SNR equal to 50 dB. The variation of SDR, SIR and SAR with total mixture is shown in Figure 2, 3 and 4 respectively. It can be seen from these Figures that the variation in SDR, SIR and SAR is not much among the different mixtures. This indicates the significance of the proposed method for blind source separation problem. Moreover, the standard deviation is also within 6 dB for all the three SDR, SIR and SAR. Similar explanation can be obtained for SDR, SIR and SAR variation for different mixture at SNR equal to 10 dB in Figure 6, 7 and 8 respectively. Moreover, the average SDR, SIR and SAR in figure 5 at 10 dB SNR indicates that the proposed method have still significance performance for BSS problem. Although the performance have been decreased with decrease in SNR but still the SDR, SIR and SAR values shows reasonable improvement in BSS at this SNR.
Fig. 3: A Plot Illustrating the Variation of SIR with Different Mixtures at 50 DB SNR.

Fig. 4: A Plot Illustrating the Variation of SAR with Different Mixtures At 50 DB SNR.

Fig. 5: A Bar Graph Illustrating the Mean Value of SDR, SIR and SAR at 10 DB SNR.

Fig. 6: A Plot Illustrating the Variation of SIR with Different Mixtures at 10 DB SNR.

Fig. 7: A Plot Illustrating the Variation of SIR with Different Mixtures at 10 DB SNR.

Fig. 8: A Plot Illustrating the Variation of SAR with Different Mixtures at 10 DB SNR.

6. Conclusion

In this work, the Bayesian probabilistic approach is discussed for instantaneous mixture for BSS application. This work estimates separately the optimal conditional Posterior of source matrix, mixing matrix, sparsity parameter and error or noise covariance matrix iteratively. The sparsity parameter is promoted by using generalized Gaussian distribution for source matrix. Once the prior for each model parameter is defined along with the hyper-parameters, the conditional Posterior for each model parameter are obtained. The performance of the proposed method shows significant improvement in terms of source separation and noise cancellation obtained at different SNR.
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