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Abstract

This paper aims to evaluate the accuracy performance of pre-trained Convolutional Neural Network (CNN) models, namely AlexNet and GoogLeNet accompanied by one custom CNN. AlexNet and GoogLeNet have been proven for their good capabilities as these network models had entered ImageNet Large Scale Visual Recognition Challenge (ILSVRC) and produce relatively good results. The evaluation results in this research are based on the accuracy, loss and time taken of the training and validation processes. The dataset used is Caltech101 by California Institute of Technology (Caltech) that contains 101 object categories. The result reveals that custom CNN architecture produces 91.05% accuracy whereas AlexNet and GoogLeNet achieve similar accuracy which is 99.65%. GoogLeNet consistency arrives at an early training stage and provides minimum error function compared to the other two models.
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1. Introduction

Convolutional Neural Network (CNN) is an artificial neural network that has been used to analyze images in machine learning. CNN was inspired by biological process on the connectivity patterns that neurons follow to deal with visual cortex. CNN uses variation of the layers that does various things that is necessary to perform image processing to reduce and minimalize the preprocessing. Hence, CNN can be concluded as relatively little usage of pre-processing other than other image processing.

There are lots of network models to be used to train the computer to identify objects in an image. There is a competition held every year from 2010 until 2016, ImageNet Large Scale Visual Recognition Challenge (ILSVRC), hosted by ImageNet. The purpose of the competition is to challenge the network models from any organization. The winner of the competition will be announced as the best network model for that year without any argument [1]. For this study, we had used two types of pre-trained CNN model which are AlexNet and GoogLeNet that are famously used and attended ImageNet Large Scale Visual Recognition Challenge (ILSVRC) where it used the datasets from ImageNet. This study is also accompanied with the custom CNN.

Custom CNN architecture is customized according to the researcher’s needs. AlexNet uses layers property that consists of 25 layers. Meanwhile, GoogLeNet has Inception module that helps in reducing the parameters by using small convolutions layers [2].

The result from these models will determine the best technique for the image classification. The data that we are using is Caltech101 by California Institute of Technology (Caltech) for computational visual datasets. This dataset contains 101 object categories. Hence, we will train the network models and use the selected network models and monitor their accuracy, loss and time taken. From that point we will seek which is the best among all.

MATLAB R2017b will be used as the platform to run the CNN to train the network models. Unfortunately, the machine used for the experiment does not have a GPU that supported CUDA. Thus, it uses a single CPU to run the whole process. This report will also explain the necessary and optional steps to perform the transfer learning for object recognition.

2. Convolutional Neural Network

2.1. Custom CNN

The bulk of the custom CNN turns the input image into sets of features. The last few layers are used to perform object recognition. The layer themselves comes with many parameters known as weights. The weights determine how the layers behave when the data is passing through them. The value of those weight are determined by training the network for unknown data. The behavior of the network is learnt from these training data.

The images are introduced for each category to our network. The layers are defined and coded using Matlab 2018a. With this, the network creating and training are being tested out by showing them various new images to identify their accuracy. Fig. 1 shows the typical CNN architecture that consists of various combinations of layers [3]. The convolutional layer extracts features of an image by using a filter that stride over the input image producing a feature map. Max pooling layer calculates that maximum value of the feature map. Neighbouring max pooling accepts input from feature maps that are shifted by more than one row or columns. This operation reduces the dimension of the feature map. The fully-connected layer performs the recognition process.
2.2. AlexNet

AlexNet proclaimed to have trained more than a million images and is able to classify the images to 1000 object categories. Hence, it has learnt rich variety of feature representations for a wide range of images. Due to that, it is considered as one good alternative for feature extractions [4]. AlexNet uses layers property that comprises of 25 layers. There are 8 layers for learnable weights, 5 convolutional layers and 3 fully connected layers. To set up the network in Matlab is by typing the following statement:

```
net = alexnet()
```

Fig. 2 shows the details of all the layers of AlexNet.

The 23rd and 25th layer is configured for 1000 classes which AlexNet was originally pre-trained. The last three layers are fine-tuned and specify again to cater around a new dataset. The changes of the last three layers are necessary for such a small dataset to be trained as the learning parameters can be transferred from the previous training processes to a specific dataset.

2.2. GoogLeNet

Similar to AlexNet, GoogLeNet also proclaimed to have been trained with more than a million images and is able to classify 1000 object categories as they took the same challenge. Inception is similar with GoogLeNet but is has more layers [4]. The purpose of the deep layers of Inception is to increase the width of the training parameters which leads to better classification results but the training process is longer compared to GoogLeNet [5]. GoogLeNet introduces Inception module which drastically reduces the parameters by using small convolutions layers as shown in Figure 3. Top Inception module is the naïve version whereas the bottom is the Inception module with dimensionality reduction.

```
net = GoogLeNet()
```

GoogLeNet produces a feature called LayerGraph where it can be seen in Figure 4. Similar to AlexNet, GoogLeNet still requires fine-tuning in classification layers to cater a new dataset. Fig. 4 shows the architecture of GoogLeNet [6].

One of the advantages of this architecture is that it allows the increase in the number of units at each stage significantly with less computational complexity. GoogLeNet takes up more time for the training process compared to AlexNet due to its parameters and learning ability. Nevertheless, the accuracy is much higher compared to AlexNet [7].

Evaluation of pre-trained CNN models has been performed by other research groups to determine which model produces better results in terms of their accuracy and speed. Fig. 5 indicates that GoogLeNet achieve better result compared to AlexNet [8][9]. GoogLeNet is said to give better results as compared to AlexNet due to its network that are designed with more layers which can help in extracting more features for classification [10].
3. Results And Analysis

In this experiment, Caltech 101 dataset that consists of 101 categories with 40 – 800 images per category was used [11]. Fig. 6 illustrates some sample images from Caltech 101 dataset. For custom CNN, the accuracy rate is 91.05%, with overall process duration of 1 minute and 30 seconds. It started to achieve consistency after the 10th iteration of validation whereas the loss function gradually decreases until it reaches the 30th iteration. Figure 7 visualizes the training progress of Caltech101 using custom CNN.

By looking at Figure 7, we can see that after the 10th epoch, the consistency of the accuracy remains throughout the whole process until it reaches the 90th epochs of training for the above model. Meanwhile in AlexNet, the classification accuracy reached 99.65% in 54 minutes. Top graph denotes the classification accuracy for validation data while bottom graph denotes loss function for validation and training data as shown in Figure 8. AlexNet rapidly increases its accuracy at the beginning and maintain in a steady state after the 60th iteration. The error function decreases to a stable level as the iteration closes to 80.

GoogLeNet yields similar accuracy which is 99.65% at 99th iterations and maintain the consistency of accuracy starting at the 12th iteration, and the rate is increasing as the iteration increases. Fig. 9 indicates the GoogLeNet’s training result.

From the experimental results we can see that AlexNet starts to achieve consistent accuracy at the 78th iteration. However, GoogLeNet starts to produce accurate results consistently at the 54th iteration. Even though the accuracy is the same for both pre-trained CNN models, GoogLeNet’s consistency rate increases after the 6th iteration.

4. Conclusion

GoogLeNet achieves better result compared to AlexNet and custom CNN models. Even though AlexNet and GoogLeNet yield similar accuracy which is 99.65%, GoogLeNet achieves its consistency at an earlier rate. The error function drops early below 10th epoch for GoogLeNet. These leads to better object recognition results by GoogLeNet compared with the other CNN models. Thus, if we do not have millions of data for training, applying pre-trained CNN model can still produce excellent results. Future work is to experiment on other pre-trained CNN models and other datasets to determine which pre-trained CNN model is better for which type of images.
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