Examining Heuristics for the K-Centers Problem

Vikas S. Shetty*, Arka Mukherjee, K. Senthilkumar

SRMIST, Chennai, India

*Corresponding Author E-mail: 1shettyvikas209@gmail.com, 2arka161@gmail.com, 3senthilkumar.k@ktr.srmuniv.ac.in

Abstract

In this paper, we discuss and analyze the heuristics existing to solve the K-Center problem. The K-Center problem is used in various practical scenarios such as facility location, load-balancing, ATM mapping, Cloud Server Selection, or even data clustering and image classification. Specifically, we examine a standard Greedy algorithm with an approximation factor of 2, the clustering algorithm introduced by Gonzales in 1985, and the Dominating Set Algorithm commonly referred to as the elimination heuristic devised by Jurij Mihelič and Borut Robič. We also propose a new heuristic to solve the specified problem using Tree-Independent Dual-Trees devised by Ryan R. Curtin.
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1. Introduction

The K-Center problem is extremely important in various practical world scenarios [1,2]. Imagine an E-Commerce business trying to decide in which “k” cities (here, we call them centers) it would place factories in to serve all “n” locations on the map efficiently. An issue thusly can be effectively assessed utilizing estimation algorithms for the K-Centers problem. The K-Centers Algorithm can be applied whenever we are choosing the “best” vertices in a graph of points. Let us now define our problem more formally. Consider a complete, undirected, and acyclic Graph G = (V, E) where V corresponds to the Vertices and E corresponds to the Edges. Also, the edge-weights in this graph satisfy the triangle inequality, that is, the sum of any two edge weights in the graph is always greater than a third edge weight (when the triangle inequality doesn’t exist, we do not have a constant approximation ratio for our problem unless P=NP). Consider a positive integer “k” where K<=|V|. Additionally, think about a set X. Our set X is a subset of the nodes in the graph and |X|<=k. We additionally characterize the distance function dist (v, X) where v∈V and X are as defined previously. The distance function gives us the smallest distance from any vertex v to our above set X. Our goal is to find the set X∈V, such that the maximum value of our function dist (v, X) is minimized. Likewise, our K-Centers problem is NP-Hard, which implies the best way to get a polynomial time solution is utilizing approximation algorithms [5]. There are already several existing techniques to solve the K-Centers problem, and we will just discuss some of the methods. One of the easiest ways to solve the problem would be the Greedy Algorithm with an Approximation Factor of 2 [9]. Also, no p-approximation heuristic exists with p<2 [8]. In this technique, we keep randomly picking centers and adding all the other cities within a specific radius to a given set till that set has all the cities in our graph. We repeat the process till we find “k” vertices out of “n” nodes. A more efficient way to solve the problem would be to apply the Greedy Algorithm formulated by Gonzales [3,4]. We select random centers, then we select the points which are the furthest away from the selected centers to be the new centers. Another new interesting heuristic is the dominating set technique [7]. In this heuristic, we solve a series of dominating set algorithms and apply parametric pruning to obtain our k centers. There are several other approaches to solve the K-Centers problem: Using Integer Linear Programming, the Minimum Cover Technique, Tabu Search, etc [10,11]. However, in this paper, we won’t discuss go into a lot of detail to explain those algorithms.

In the next section of this paper, we will explain in detail the concepts involved in the 2 Approximate Greedy Algorithm, the 1985 Gonzales Algorithm, and the Dominating Set Algorithm. In the section after that, we will discuss a new heuristic using Tree-Independent Dual-Trees which were originally formulated by Ryan R. Curtin et. al [14].

2. Examining Existing Heuristics

In this section of the paper, we shall examine the existing approximation heuristics to solve the K-Centers problem.

A. The 2-Approximate Greedy Algorithm:

This is one of the simplest techniques existing to solve the problem [9]. We start by making a set W, W is a subset of V and |W| < k. We create another set called C’, where the set is initially the collection of nodes in our given graph. We also consider a random positive integer r which has a value on the same scale as our edge weights. Our notations are formally defined in Figure 1 and our Algorithm is stated in Figure 2.
The algorithm has a faster asymptotic upper bound of $n \log k$ using a slightly more complicated algorithm devised by Tomas Feder and Daniel Greene[15]. However, their faster algorithm does not work in arbitrary metric spaces and the algorithm also assumes that the asymptotic time complexity for computing the distance between any two points is $O(1)$. But, computing the distance can sometimes take quite some time if we are dealing with a large number of points with big distances amongst them.

### C. The Dominating Set Heuristic:

In this heuristic [6,7], we solve a series of dominating set and apply a parametric pruning [17,18,19] technique to calculate our centers. This technique is also known as the elimination heuristic. The Dominating Set Problem was found out as one of the subproblems for the K-center problem. A Dominating Set [16] is a subset of our vertices such that every vertex is adjacent to at least one of the vertices in our dominating set. The goal of the dominating set problem is to find a dominating set with the lowest cardinality. The problem is also an NP-Hard problem. Therefore, the parametric pruning technique makes sense to achieve a better heuristic.

We apply parametric pruning to compute a bottlenecked graph, then we find out the dominating set for our pruned graph. If the cardinality of the obtained set is lesser than or equal to $k$, we return our dominating set. Or else, we use another value of an edge cost and perform parametric pruning again. The algorithm for this heuristic is given in Figure 6.

The time complexity of this heuristic is $O(n^2 \log n)$ if backtracking.
is effectively utilized in the dominating-set subroutine. This heuristic also has lesser deviation when compared to the other approximation algorithms we discussed.

3. The Tree Independent Dual-Tree Heuristic

Tree-Independent Dual-Trees are Dual-Tree algorithms devised by Ryan R. Curtin et al. to make Dual-Trees work with any kind of tree as a base tree [14]. The previous dual-tree algorithms were dependent on the type of tree used for construction (eg: K-D Trees, Octrees, yinyang trees, etc).

In this heuristic, we use randomization, clustering, and the dual-tree traversal together to efficiently solve the K-Centers problem. Dual-Trees can work well here because clustering is easier in a given partitioned space and scoring is faster.

A Dual-Tree algorithm is represented in four parts: A space partitioning tree – a tree which divides our plane into, a dual-tree traversal, a BaseCase() subroutine, and a Score() subroutine. We briefly explain the algorithm in Figure 7.

**Input:** A set of nodes/vertices  
**Output:** A number of K-Centers  
**Algorithm:**
1. Select a random vertex, and determine a radius.
2. Select a center if it’s <= than a cluster parameter.
3. Apply a Dual-Tree Traversal:
   4. During the traversal, add unmarked node to a cluster if the distance between the reference point and query point is <= the average computed radius.
   5. If the distance is >= the average computed radius, the node is pruned and the children nodes are not visited.
   6. After the traversal is complete, add remaining unmarked node to the appropriate cluster based on distance from the center.
   7. Print nodes with their marked cluster center.

**Fig. 7:** The Dual-Tree Heuristic for this problem.

The radius is determined by using the BaseCase() function of the K-Nearest Neighbours algorithm in Curtin’s paper(Figure 8).

**Input:** Query coordinate $t_q$, reference coordinate $t_r$, vector of k-nearest candidate points $N_{pq}$ and k candidate distances $D_{pq}$ (arranged via ascending distance)  
**Output:** Distance d between $t_q$ and $t_r$  
**Algorithm:**
1. $d \leftarrow || t_q - t_r ||$
2. If $d < D_{pq}[k]$ and BaseCase($t_q$, $t_r$) is not yet called
3. Then
4. Insert d into sorted vector $D_{pq}$ and shorten list to Length k
5. Insert $t_q$ into $N_{pq}$ such that $N_{pq}$ is ordered by
6. Distance list; shorten list to length k
7. Return d

**Fig. 8:** The BaseCase() method for K-Nearest Neighbours

4. Standards of Existing Heuristics

Experimentally, it has been shown that the Gonzalez Algorithm is the fastest [7]. However, those algorithms also have a pretty high approximation factor. Note that the quality of the algorithm is inversely proportional to the Approximation Factor. The Approximation Factor can be defined as a ratio between the approximation solution and the absolute solution [20]. In Figure 9, we look at the graph of the approximation factors of various known Algorithms. The Gonzales Algorithm we discussed is denoted by GnR and the Dominating Set Heuristic we studied is know as ScDr(Scoring Heuristic) here[7]. Even though Scr has a larger running time than Gonzalez, we have a pretty good approximation factor which is a good algorithm for practical applications.

5. Conclusion

In this paper, we have gone over some of the existing algorithms for solving the NP-Hard K-Centers problem. We have also presented the algorithm for a new heuristic using the Tree-Independent Dual-Tree Algorithms. Finally, we discuss the approximation factor of the standard existing techniques and successfully cite a graph to analyze the factors.
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