Heart Disease Prediction

S.Vinothini¹, Ishaan Singh², Sujaya Pradhan³, Vipul Sharma⁴

¹Assistant Professor, Department of IT, SRM IST
²,³,⁴ Student, SRM IST, SRM University

Abstract

Machine learning algorithm are used to produce new pattern from compound data set. To cluster the patient heart condition to check whether his /her heart normal or stressed or highly stressed k-means clustering algorithm is applied on the patient dataset. From the results of clustering, it is hard to elucidate and to obtain the required conclusion from these clusters. Hence another algorithm, the decision tree, is used for the exposition of the clusters of . In this work, integration of decision tree with the help of k-means algorithm is aimed. Another learning technique such as SVM and Logistics regression is used. Heart disease prediction results from SVM and Logistics regression were compared.

1. Introduction

In medical fields to discover some significant disease such as HIV, cancer, heart disease which are the main cause of death throughout the world, machine learning can be used to solve these problems. And to predict these type of disease is of great consequence to research and application level.

In this paper, machine learning algorithm is used to detect heart disease by using patient’s medical record. We use the Machine Learning Repository from UCI to get dataset for heart disease patient for both training & testing. We used x patient’s record and which have 14 attributes age, sex, chest pain, resting blood pressure, serum cholesterol, fasting blood pressure, result which we get are divided into 4 major parts.0 represents than the patient doesn’t have heart disease, 1 represents that patient have small possibility of having heart disease, 2 and 3 are combined and represent that patient surely has heart disease he should visit doctor immediately.

Our objective is to cluster heart beat result using patient data by applying k means. Then we use this cluster as an input to decision tree algorithm to interpret result accurately. Decision tree indicates whether that particular patient is normal, stressed and highly stressed. SVM classification and logistic Regression model to predict heart disease severity. Finally accuracy result of SVM and logistic regression is compared.

2. Attribute & Preprocessing

Extricate Viable Columns

There are 76 columns & 76 features in the data set. We use 14 attributes from these 76 attributes. Remaining 62 columns are disregard. We filtered the rest 14 columns and use them in our project.

3. Existing System

Heart disease is a largest cause of death in majority of countries. In 2012, according to The World Health Organization (WHO) about 12 million passing has arisen globally, each and every year due to the Heart diseases. In India about 1.7 million people have died due to heart diseases in 2016 according to the Global Burden of Disease Report which was released in september 2017. The methods to avoid heart attack is not accurate as there is no proper symptoms to it through which we can identify when a person is going to have a heartattack.

4. Models

4.1 K means Algorithm

When it comes to clustering problems K means is the most straightforward algorithm which can be used. It is used for clustering the data set into k no. of clusters and then find centroid for each cluster. Patient’s data set is very large so to get the output accurately, we divide the data set into 3 clusters. We divided the data set into clusters on the basis of there stress value. 1st cluster contains the people which are normal, 2nd which are stressed and 3rd which are highly stressed. Further k means give us centroid for each cluster.
Now we run decision tree algorithm on these 3 clusters.

4.2 Decision Tree Algorithm

After forming clusters, these clusters are the input for decision tree algorithm. It produces decision rules at the output. Decision tree creates a tree structure to classified data as yes -> prone to heart disease or no -> not prone to heart disease. For each cluster decision tree classify data as yes or no.

4.3 Multiclass SVM

SVM is used to construct a set of hyperplane in a high dimensional space which is used in classification, regression an in other tasks. In our project we use seaborn data visualization to provide a high level interface for drawing statistical graphics. PLT.SHOW() is used to show seaborn plots. To use seaborn with matplotlib SET_CONTEXT() and SET_PALETTE() is used. We use correlation matrix for SVM classification. SVM can give correlation coefficient for each of the column in stated matrix. For example ith entry measure correlation between ith column and the jth column of the given matrix. The inputs in the diagonal of correlation matrix are same as it is used to compute the correlation of themself. Reason of symmetric because the correlation between the ith and jth column is as the correlation between jth and ith column. In our code we used function called math.show() which has attributes called correlation,vmax and

Root Mean Squared error (RMSE): RMSE is a quadratic numbering rule that also calculate the mean weight of error. By using RMSE high weight can be given to large errors. RMSE functioning is more efficient when it comes to large errors. In our output also RMSE value is more accurate than MAE value as compare to predictive data. It is not necessary that with increase in error variance of RMSE increase. When the variance of frequency distribution of error magnitude increases RMSE also increases.

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{j=1}^{n} (y_j - \hat{y}_j)^2}
\]
Mean Squared Error (MSE): MSE tells the distance between regression line and set of points. It calculates the distance between points and regression line and then squaring them. The squaring is necessary to remove the negative signs. The smaller the MSE, the closer you are to finding the best fit line. Value of MSE is always positive and the values which are closer to zero they are better. Predictor and Eliminator are the two values of MSE.

R-Squared: Function of r square is to know the distance between the regression line and the data points. Other name of r square is coefficient of regression or the coefficient of multiple regression. R-squared = Explained variation / Total variation

The output value of R square is between 0% - 100%. Best model which fits your data has the highest R square value.

6. Feature Selection and Results

Accuracy is the vital role when we are going to predict something. In this project we use k means algorithm to make three clusters. Out of three clusters cluster0 has the most accuracy.

We also calculate accuracy between SVM and Logistic regression. By calculating it we get the output in form of graph in which the accuracy of SVM is greater than the accuracy of logistic regression.

The result which we get for heart disease prediction value using SVM and logistic regression are given in graphical representation below:
7. Future Enhancement

Further works involves development of the system using the mentioned methodologies and thus training and testing it. Other work is to develop a tool which can be used to predict probability of risk of a patient. This tool can be used further on other models such as neural networks, assemble algorithms, etc. In future, execution can be improved by genetic algorithm which used for AI which provide Solution for optimization and search problems for feature selection. Further this system can be enhanced using Swarm intelligence technique to decide the more weight age input parameters.
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