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Abstract

The performance of soft decision decoding, whose for which the design is complex, is superior to the performance of hard decision decoding. In this paper, we propose a turbo product code with a bit flip algorithm to improve the performance of hard decision decoding. The performance of hard decision decoding is improved with low complexity using multidimensional turbo product codes. The reliability of decoding in a communication system to detect and correct errors is discussed. Maximum a posterior probability (MAP) decoding is employed to improve the hard decision performance of turbo product codes with multiple dimensions. Our results include comparisons of multiple dimensions—2D, 3D, 4D, and 5D—and the number of iterations in soft and hard decision decoding.
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1. Introduction

Turbo codes comprise an effective coding scheme with a concatenation of codes; the performance of these codes is similar to the performance of the Shannon limit \[2\]. Error correction and detection of different types of coding and performance improvement are detailed \[3\]. The concept of turbo product codes, which is one of the simplest forms of a concatenation of codes, is introduced \[4\]. The concept of block codes in the form of product codes, which apply a separable MAP filter decoding technique using soft decision decoding, is discussed \[5\]. To improve the performance and reliability of decoding techniques, the iterative decoding of block and convolution codes is performed \[6\]. The parity bits increase the error correcting capability to reduce the complexity of using single parity bits \[7\]. The performance of the Chase decoding algorithm for turbo codes using soft decision decoding is efficient. The concept of a hybrid decoder in which both hard decision decoding and soft decision decoding is employed, is introduced \[10\]. The concept of multidimensionality and a single parity for error performance is presented in this paper. This paper describes the performance difference between two decoding techniques: hard decision decoding and soft decision decoding. In this paper, the error correction capability increases as the number of iterations increase as it employs an iterative algorithm.

2. Multidimensional Turbo Product Codes

The turbo codes comprise a concatenation of two codes with the same component codes. The feature of turbo codes is to increase the coding gain by increasing the error performance. This paper employs the concatenation of two block codes with single parity.

The structure of product codes uses dual parity check operations—vertical and horizontal parity check operations—to detect the position of errors. The lengths of the codes are represented as \(n, k, d_{\text{min}}\), where \(n\) is the code word length, \(k\) represents \(n-1\) information and \(d_{\text{min}}\) is the minimum distance between two codes. The concatenation does not employ an interleaver, and serial concatenation is applied.

The multidimensional aspect of this paper is five dimensions: 5Dnm. The structure of different dimensional turbo product codes, as shown in Fig. 1, is the 2Dnm turbo product code, which has the code components \((n1,k1,d_{\text{min}1})\) and \((n2,k2,d_{\text{min}2})\) and lower complexity single horizontal and vertical parity.

\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{fig1}
\caption{2Dm turbo product code}
\end{figure}

The construction of a 3Dmn product code has three code components in the three directions, \(x, y\) and \(z\): \((n1,k1,d_{\text{min}1}),(n2,k2,d_{\text{min}2})\) and \((n3,k3,d_{\text{min}3})\). Horizontal and vertical parity bits, such as \(px, py\) and \(pz\), exist in each direction, as shown in Fig. 3.
3. Encoding of Turbo Product Codes

The encoding concept of product codes is as follows:
1. Concatenation of block codes
2. Calculating parity bits in both directions
3. BPSK modulation under AWGN
4. Calculating code gain and \( d_{\text{min}} \) values for each dimension

The equations for calculating the code rate \( R \) and the \( d_{\text{min}} \) are

\[
D_{\text{min}} = 2^d \quad \text{and} \quad R = \left(\frac{k}{n}\right)^d
\]  

The data are represented in binary form as \( d_1, d_2, \ldots, d_n \) and added to the parity bits in both directions; they are given as the code words \( c_1, c_2, c_3, \ldots, c_k \).

The modulated data on the BPSK modulation are given by \( x_1, x_2, x_3, \ldots, x_n \) over AWGN channel noise with the noise components \( n_1, n_2, n_3, \ldots, n_n \), which is represented as

\[
Y_i = x_i + n_i
\]

The AWGN probability density function for the condition of \( x_i = 1 \) or \(-1\) is given in Fig. 3. One side of Fig. 3 shows \( p(y| x_i = +1) \) for which \( x_i = +1 \) was transmitted. The other side of Fig. 3 shows \( p(y| x_i = -1) \) when \( x_i = -1 \) was transmitted and the pdfs of their random variables.

The decoding technique in this paper is a hard decoding technique, in which the decoding of the bits or data is performed based on signs and the threshold values of the signals. The hard decision completely disregards the value of LLR and concentrates on the sign of the bit. To improve the reliability of hard decision decoding, we quantize each received signal and decode based on eight levels for three bits and 16 levels for four bits.

4. Decoding of Turbo Product Codes

The decoding of multidimensional turbo products starts by decoding the bits based on the quantized level values. The information bits that are received are represented as \( 0 \) and \( 1 \). The syndrome will be calculated depending on the dimension of the received code. The syndrome calculation for 2Dmn data requires parity check operations to be performed in horizontal and vertical directions, as shown in Fig. 4.

\[
\begin{array}{ccc}
1 & 0 & 1 \\
1 & 1 & 0 \\
0 & 1 & 1 \\
\end{array}
\]

The data received after decoding are represented in the form of the 3Dmn product code.

\[
\begin{array}{ccc}
1 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 1 \\
0 & 1 & 1 \\
\end{array}
\]

The calculation of a syndrome in different directions is based on the dimension of the product code for the dimension applying a parity check operation in the yz direction, where as the y direction syndrome is calculated by a parity check operation in the xz direction

The three-dimensional syndrome value is given by

\[
S_m = S_x + S_y + S_z
\]

The decoding in this paper employs an iterative algorithm to achieve the reliable decoding; we increase the number of iterations. The summed syndrome value satisfies the threshold condition for the \( i^{th} \) iteration, in which the bit is flipped.

A. Iterative Bit Flip

The existing algorithm is a simple algorithm that is referred to as a bit flip. The condition is satisfied when the bit is flipped; this flipping operation continues until the ith iteration is completed. The problem in this bit flip algorithm is that if one bit is correct in a particular row and column and the condition is satisfied, it flips the bit without checking its reliability.

The unnecessary flipping of bits increases the errors in the system. Low SNR values produce a large number of errors, whereas as high SNR values produce a small number of errors, which degrades the performance. This disadvantage of the existing algorithm yields an improved iterative algorithm

B. Modified iterative Bit Flip algorithm

This paper overcomes the disadvantages of the existing bit flip algorithm and proposes a weighted iterative bit flip algorithm to improve the error correcting capability. The iterative weighted bit flip algorithm checks the reliability of determining which bit needs to be flipped instead of flipping bits if the condition is satisfied. The algorithm calculates the error term and the reliability term. The algorithm calculates the weight of the bits; for each code, the high weight code bit is flipped.

The term for reliability is given as

\[
R_{nm} = \frac{\beta_{nm}}{\beta_{n_{\text{max}}}}
\]

where \( m \) and \( n \) represent the rows and columns of the parity check
operation based on the dimensions and \( y_{m_{\text{max}}} \) represents the maximum magnitude value.

From the code word vectors from all other symbols

\[ \sum_{n \in N(m)} R_{mn} = 1 \]  

(5)

The error can be calculated as

\[ E_n = \sum_{m \in M(n)} (2s_m - 1) \]  

(6)

where \( s_m \) is the syndrome calculation, \( E_n \) is the error check sum calculation, and \( \beta \) is a normalized factor.
The proposed algorithm overcomes the problems of the bit flip algorithm and improves the performance of the error.

5. Simulation Results

A simulation was performed using the Mat lab tool. Decoding using multidimensional turbo product codes is described as follows: Multidimensional hard decoding improves the performance based on the BER shown in Fig. 5. This paper also deals about the soft decoding performance paper also addresses the soft decoding performance shown in Fig. 6 and Fig. 7.

Fig. 6 shows the performance of 4D hard and soft decision decoding in terms of BER.

![Fig. 5: Multidimensional turbo product codes for hard decision decoding](image)

Fig. 7 shows the performance of 5D hard and soft decision decoding in terms of BER. The performance is improved in 5D compared with the 4D codes. The performance gap is improved in terms of the BER.

![Fig. 6: 4D Hard and Soft Performance](image)

![Fig. 7: 5D Hard and Soft Performance](image)

6. Conclusion

The proposed iterative algorithm in this paper has achieved improved performance in hard decision decoding. Multidimensional turbo product codes and an iterative weighted flip algorithm can reduce the complexity. We use single parity to improve the reliability of decoding by considering the likelihood values in addition to the sign.

We justify that the algorithm performance has improved the decoding reliability and achieves a performance similar to the performance of soft decision decoding.
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