Simulation and detection of tamil speech accent using modified mel frequency cepstral coefficient algorithm
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Abstract

Automatic Speech reconstruction system is a topic of interest of many researchers. Since many online courses are come into the picture, so recent researchers are concentrating on speech accent recognition. Many works have been done in this field. In this paper speech accent recognition of Tamil speech from different zones of Tamilnadu is addressed. Hidden Markov Model (HMM) and Viterbi algorithms are very popularly used algorithms. Researchers have worked with Mel Frequency Cepstral Coefficients (MFCC) to identify speech as well as speech accent. In this paper speech accent features are identified by modified MFCC algorithm. The classification of features is done by back propagation algorithm.
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1. Introduction


Feature extraction techniques such as LPC, MFCC are used. In this way training vector is generated from speech signal of utterance spoken by the user. These test patterns are tested against training pattern using different pattern classification technique such as HMM, GMM, Viterbi Algorithm, VQ and ANN.

2. Proposed model

MFCC is used for both speech Recognition and accent detection. In this paper, Modified MFCC is used for feature extraction.

Pre-emphasis is performed for flattening the magnitude spectrum and balancing the high and low frequency components. Windowing function weights the signal in the time domain and divides it into a sequence of partial signals. There are many windowing techniques such as Hamming Window, Hanning Window, Rectangular Window, Triangular window, Blackman Window. For better efficiency, in this paper Windowing Technique is modified. Instead of using default hamming window in MFCC algorithm, Hamming window is used for feature extraction. The Fast Fourier Transform (FFT) is a basic technique for digital signal processing applicable for spectrum analysis. FFT is often used to compute numerical approximations to continuous Fourier. Discrete Cosine Transform (DCT) is applied to the filter banks retaining a number of the resulting coefficients while the rest are discarded. MFCC mimics the logarithmic perception of loudness and pitch of human auditory system and tries to eliminate speaker dependent characteristics by excluding the fundamental frequency and their harmonics. To represent the dynamic nature of speech the MFCC also includes the change of the feature vector over time as part of the feature vector. The extracted features are classified with back propagation algorithm of Artificial Neural Network.
3. Results and discussions

In this paper Modified MFCC algorithm is used for speech feature extraction. In this algorithm speech features are extracted based on Hanning windowing techniques. In figure 2 Hanning window is shown as an example.

Thirteen coefficients are identified as feature set at the output of the modified MFCC. Thirteen features are used as the input of artificial neural network and four outputs are taken from the output layer. The architecture of the ANN is 13 input neurons, four hidden neurons and four output neurons. Threshold value is considered as 0.01. Sigmoid activation function is used. The example dataset is shown in table 1. The following table represents 5x5 coefficients out of 13 x 13 coefficients of Chennai Tamil accent.

Table 2 shows the data set of Madurai Tamil accent. The coefficients are processed and normalized to use as the input of artificial neural network. The classification outputs are shown in table 3.

The above results are got for 11320 iterations. The example error versus number of iterations graph are shown in figure 3.
4. Conclusion

In this paper modified MFCC algorithm is used instead of MFCC algorithm for feature extraction. Further features are classified using Back Propagation Network. It is seen that each language accent is identified efficiently with minimum error.
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