An approach to automated retinal layer segmentation in SDOCT images
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Abstract

The optical coherence tomography (OCT) imaging technique is a precise and well-known approach to the diagnosis of retinal layers. The pathological changes in the retina challenge the accuracy of computational segmentation approaches in the evaluation and identification of defects in the boundary layer. The layer segmentations and boundary detections are distorted by noise in the computation. In this work, we propose a fully automated segmentation algorithm using a denoising technique called the Boisterous Obscure Ratio (BOR) for human and mammal retina. First, the BOR is derived using noise detection, i.e., from the Robust Outlyingness Ratio (ROR). It is then applied to edge and layer detection using a gradient-based deformable contour model. Second, the image is vectorised. In this method, a cluster and column intensity grid is applied to identify and determine the unsegmented layers. Using the layer intensity and a region growth seed point algorithm, segmentation of the prominent layers is achieved. The automatic BOR method is an image segmentation process that determines the eight layers in retinal spectral domain optical coherence tomography images. The highlight of the BOR method is that the results produced are accurate, highly substantial, and effective, although time consuming.
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1. Introduction

Optical coherence tomography (OCT) is an imaging technique to analyse retinal layers [1–2]. Segmentation is a challenging task in OCT retinal images.

![Normal Human Retina Layers](image)

Fig. 1: Cross-Section Image of the Retinal Layers.

Commercial OCT devices measure the nerve fibre layer and total retinal thickness [3]. The retina is a multilayer structure (of ten layers). Figure 1 show a cross section of Spectral Domain Optical Coherence Tomography (SDOCT) images. The anatomical structure of the retina consists of the retinal pigment epithelium (RPE), inner photo receptor layer (I-PRL), inner/outer photo receptor layer (IO-PRL), outer photo receptor layer (O-PRL), external (or outer) limiting membrane (ELM or OLM), outer nuclear layer (ONL), outer plexiform layer (OPL), inner nuclear layer (INL), inner plexiform layer (IPL), ganglion cell layer (GCL), and internal limited membrane (ILM)/nerve fibre layer (NFL). The photoreceptor layer is a very complex layer, and the primary information is attained by manual segmentation [4–5].

In this paper, a fully automatic segmentation approach is presented using a statistical outlier ratio. This efficient method extracts layer features and reduces analysis time. In this study, we focus on SDOCT retinal layer images. The thickness of the retinal layer and position of the boundaries determine the disease diagnosed. In denoising research, a median filter is often proposed [6–7]. Fernandez et al. [8] proposed the active counter, which is the most traditional segmentation method and uses a two-step kernel optimization technique. Yazdanpanah et al. [9] introduced the modified active contour for a multiphase framework in SDOCT data. In addition, the algorithm was robust and avoids initial training procedure. Regardless, active contour algorithms are resistance to 2D noise and in better accuracy. Active contour methods were first proposed by Fernandez and modified by Yazdanpanah. Time complexity and exact error reports are not report for future investigation. In 2008, Mayer et al. [10], calculated the RNFL thickness in circular SDOCT B-Scan using fuzzy C-means clustering techniques. These types of approach have been overtaken by graph theory methods in terms of accuracy and time. Again in 2010, Mayer et al. [11] used a gradient
and local smoothing function for extracting segments from SDOCT images on 132 scans from normal subjects and 72 scans from glaucoma patients. A mean absolute error per A-Scan of 3.6 mm on healthy eyes and 2.9 mm was achieved in glaucomatous eyes. This proved the reliable tool for glaucoma diagnosis in OCT B-Scans. Ghorbel et al. [12] segmented eight retinal layers in a Heidelberg Spectralis SDOCT image using global segmentation algorithms such as active contours and Markov random fields. In addition, a Kalman filter was designed to detect and segment the photoreceptor layers. The algorithm was experimented on a set of 700 retinal images acquired in vivo from healthy subjects. This method is limited in its scope and impact. Vermeer et al. [13] reduced the processing time in 3D OCT segmentation using smoothing, SVM, and by training an error classifier with accuracy results. Here, parts of OCT scans were manually segmented for learning the process. RMS errors of the retina (top and bottom) were between 4 and 6 μm. Similarly, errors for intra-retinal interfaces were between 6 and 15 μm. Yang et al. [14] method identified nine retinal layers using Canny edges and the axial graph intensity gradient derived from the Canny edge maps. This algorithm works for low intensity and low contrast OCT images. For each boundary, the intra class correlation coefficient was above 0.94, variation of the mean coefficient was less than 7.4%, and the mean standard deviation was less than 2.8 μm. This method was able to segment without pre extraction procedure in a very short time without degrading the accuracy. Abramoff et al. [15] proposed a combination of 3D graph search and a voxel k-Nearest Neighbors (k-NN) classifier for segmenting the optic nerve head (ONH) rim and cup in SDOCT data from 34 glaucoma patients. This basic study showed a high correlation between segmentation results of the ONH rim and cup from SDOCT images. They incorporate, the correlation of algorithm with planimetry results obtained by three independent glaucoma experts on the same was 0.90, 0.87, and 0.93, respectively. Lee et al. [16] presented an improved and fully automatic method using graph search and k-NN classifiers to segment the optic nerve head (ONH) rim and cup on 27 SDOCT scans from 14 glaucoma patients. They reported unsigned error for the neuroretinal rim was 2.04 ± 0.86 pixels (0.061 ± 0.026 mm) and for the optic disc cup was 2.52 ± 0.87 pixels (0.076 ± 0.026 mm). Quellec et al. [17] presented a method for identification of fluid-filled regions in 3D-OCT images from AMD patients. This approach also used a machine learning method with multiscale 3D graph search techniques to segment ten layers. The segmented layers were characterized by 3D textural features and their thickness. They reported mean unsigned surface positioning errors were less than 6 μm. Chiu et al. [18] proposed a graph theory and a dynamic programming method that reduces the processing time. This methodology was able to address sources of instability such as vessel hypo-reflectivity, the merging of fovea layers, the presence of pathology and uneven tissue reflectivity. Interestingly, the method incorporates an automatic initialization that eliminates the need for manual endpoint selection. Kafieh et al. [19] proposed method detected 12 retinal boundaries using coarse grained diffusion map. Diffusion map was applied on 2D and 3D OCT datasets. This relied on regional image texture and the pre extraction of vessel locations was unnecessary in this method. The method was experimented on 23 datasets from two patient groups (13 datasets, 3D-OCT obtained from healthy eyes and 10 datasets, 3D-OCT data from patients diagnosed with glaucoma). They reported that mean unsigned border positioning errors (mean ± SD) was 8.52 ± 3.13 mm and 7.56 ± 2.95 mm for the 2D and 3D approaches, respectively. Evaluation of the appropriate algorithm are based on high accuracy in detecting the retinal boundaries, fully automated, reduce computational time, denoising technique, report on various pathologies with grades and validate the procedure to ensure true-worthy result [20]. Speckle noise in the OCT images disrupts the good formation of segments in retinal layers [21–22]. Many segmentation procedures first use denoising algorithms [23–26], and an effective method is needed. To address this issue, a segmentation method is derived in conjunction with a denoising method to improve the efficiency of the algorithm. To achieve this objective, we propose the Boisterous Obscure Ratio (BOR) segmentation method. BOR is derived from the denoising detection technique, Robust Outlyingness Ratio (ROR) [27]. Additionally, contour transformation and edge detection, layer boundary representation, automatic segmentation using image vectorization, gradient generation, and feature-relative mapping layer methods are used on the image.

2. Algorithms and implementations

The sequential approach to segmenting OCT images is explained in this section. Figure 2 shows the general block diagram of the algorithm.

Fig. 2: Generalized Block Diagram of the Proposed Method.

2.1. BOR segmentation of the retinal layer

In this process, the BOR measures the impulse in each pixel and assigns an impulse value called the BOR value. The term “impulse” refers to a sudden change in pixel value relative to a group of pixels. The pixels are then grouped and segmented. This method assigns values to pixels by taking the median of the image to be segmented. The BOR method uses a threshold value of 0.6713. This value is obtained from standard normal random variables. The BOR segmentation algorithm is given below.

2.1.1 Algorithm for BOR segmentation

The image that is to be processed is selected (Figure 3(a)). Let \( A \) be the selected image. The median of \( A \) is calculated and stored in variable Med, i.e., \( Med = \text{median}(A) \). The median value of \( A \) is then subtracted from \( A \) and its absolute value is stored in \( \text{Sub}_A \), i.e.,

\[
\text{Sub}_A = |(A - Med)|
\]  

After finding the difference between the original image and Med, the median of that particular output becomes the median absolute derivative (MAD), i.e.

\[
\text{MAD} = \text{Median}(\text{Sub}_A)
\]  

Next, MAD is divided by coefficient C, which is the sample median of the standard normal random variables. The normalized median absolute deviation (MADN) is as follows:

\[
\text{MADN}(y) = \frac{\text{MAD}(y)}{C}
\]  

Thanks to robust statistical theory, we set \( C = 0.6457 \) [28]. Here, \( y \) is the vector representation of the data.

\[
\text{MADN}(y) = \frac{\text{MAD}(y)}{0.6457}
\]  

Finally, the BOR matrix of the pixel \( y_{i,j} \) can be obtained by
BOR \((y_i) = \frac{|A − Med|}{[MADN(y)]}\) \(\text{(5)}\)

The unique values \(U\) in the BOR value matrix are obtained and sorted in ascending order. The sorted unique values are split into \(n\) equal-sized groups. Here, we chose \(n\) to be eight, because this value works well for retinal images. For example, in a \(200 \times 200 \times 3\) image, we have 120,000 pixels. After applying the BOR method, each pixel will have a BOR value. The unique values from all the BOR values are determined and sorted. Consider the case where there are 8,000 unique values. These 8,000 unique values are grouped into eight groups so that the total number of unique BOR values in each group is 1,000. Each segmented group is assigned a unique colour to represent that particular group. The values of the group are searched for in the BOR matrix and replaced with the corresponding colour. The same process is repeated for the remaining groups. Thus, the final BOR matrix with the substituted colours is the segmented retinal image.

![Fig. 3: (A) Original Retinal SD-OCT Image and (B) Output of the BOR Segmentation Algorithm](image)

Figure 3(b) shows the output of a retinal image after BOR segmentation. In this image, the layer descriptions are indicated by the red composites. The segmented layers are the retinal nerve fibre layers: GCL + IPL, INL, and OPL + ONL. The RPE and photoreceptor layer are also segmented.

2.2. Contour transformation and edge detection

Next, a contour transform is applied to the BOR segmented image to identify the frequency variations and intensity variations \([29–32]\). It is performed by the following steps.

![Fig. 4: Laplacian Pyramid.](image)

First, the image is processed using a Laplacian pyramid \([33]\). The size of the image is reduced by half when the filter is first applied. Similarly, the output of the first level is reduced by half when Laplacian filtering is performed again.

![Fig. 5: DFB.](image)

Second, each level of the Laplacian pyramid is input for the next level in a method called a directional filter bank (DFB) \([34–35]\). The DFB is formed using two blocks. The first block is a two-channel quincunx filter bank with fan filters that divides a 2-D spectrum into two directions: horizontal and vertical. The second block of the DFB is a shearing operator that simply reorders the image samples. When each level of the Laplacian pyramid is filtered by the DFB, frequency variations are obtained. These frequency variations by level are combined together and thus form a contour plot.

![Fig. 6: Contour Transform and Edge Detection: (A) Contour Plot of the Image, (B) Image Edges, and (C) Pixel Intensities Overlaid (BOR Lining).](image)

In Figure 6(a), the NFL, inner/outer photoreceptor layers, and RPE/Bruch’s membrane are clear. Partial and discontinuous edges are formed in the GCL, plexiform layer (inner and outer), and the nuclear layer (inner and outer). Third, to detect the edges, a Canny operator is applied (Figure 6(b)). Edge detection is applied to the BOR segmented image to classify the retinal layers \([36]\). Figure 6(c), shows the output with the segmented BOR overlaid. This output does not identify any layers and the different intensity values are indicated by various colours. This image is called a BOR lining.

2.3. Representing boundaries for layers

Boundaries are formed by highlighting the edges \([37]\). In the image, the BOR boundaries are formed by two outputs: the edge-detected output of the BOR and the contour plot of the BOR image.

2.3.1. Representing boundaries using edges

The edge-detected output is overlaid on the BOR images to highlight the layer boundaries. To overlap, first we collect the row and column positions of the pixels with a certain value. Next, we plot those positions on the BOR image using different colours in the output image. The computational approach is given as follows:
\[
\beta(\Delta(x)) = \epsilon(\varphi(\Delta(x)))
\]

Where \( x \) is the input image, \( \beta(x) \) denotes the boundaries in \( x \), \( \epsilon(x) \) denotes the positions of image \( x \), and \( \varphi(x) \) is the edge image of \( x \).

### 2.3.2. Representing boundaries using contours

The contour plot is overlaid with the BOR image [38]. It looks clumsy and the layers are not clear. To address this, the edges of the contour plots are used to segregate the layers along with the contour frequencies. Thus, the edges are overlaid on the BOR image to segment the layers. This concept is expressed mathematically as follows:

\[
\beta(\Delta(x)) = \epsilon(\varphi\gamma(\Delta(x)))
\]

Where \( x \) is the input image, \( \beta(x) \) denotes the boundaries of \( x \), \( \epsilon(x) \) denotes the positions of image \( x \), \( \varphi(x) \) is the edge image of \( x \), and \( \gamma(x) \) denotes the contours of \( x \).

#### Figure 7: Image Representing the Boundaries of the BOR Segments Based on

- (A) an Edge Image and
- (B) A Contour Image.

Figure 7(a) shows the output of edge-based BOR segmentation. In this image, the RPE and photoreceptor layer with its external limiting membrane are identified as a single complex layer. Here, the RNFL and ONL boundary lines are segmented. The IPL boundary is partially formed. Figure 7(b) shows the contour-based BOR segmentation. The result is similar except for the partial formation of the IPL and GCL. The BOR algorithm successfully segments four prominent layers: RPE, I/O-PRL, ONL, and NFL. To extend the identification of partially formed layers, an image vectorisation procedure is used.

### 2.4. Image vectorisation and segmentation

The image after the edge contours are found portrays layers that are not continuously connected. To correct the continuous of the layers, we use the following methods: layer clustering, grid, seed growing, and image vectorisation for layer tracking in a sequential segmentation approach [39]. First, we apply an adaptive noise reduction filter to smooth the image and identify the fine layers in the image. This is to avoid the intersection of detected layers caused by noise. The basic automatic segmentation procedure begins with a simple “connectivity-based segmentation” [40]. Initially, the input image is converted to a grey scale image and divided into 3 × 3 windows. Next, the algorithm checks whether the pixels in the window are of one value. If this is true, a pilot binary mask is formed by thresholding the edge-enhanced image to generate a mask with respect to direction.

**Fig. 8:** Eight Discrete Directions in a 3 × 3 Neighbourhood.

Here, we use eight discrete directions (d1, d2... d8) with respect to sides (S_L, S_R, S_I, S_S), and centre value P_c, as shown in Figure 8. Finally, the direct pilot estimate of the retinal layer identifies new locations of \( x \) (x = P_c, P_{c2} ...) in the search regions in order to merge disconnect layers. Computation is repeated for several iterations until the layers are continuous. The results are shown in Figure 9. From the results, we identified some progress in determining the layers. Hence, we plan to improve the method in future in terms of time and accuracy.

**Fig. 9:** Results of Connectivity-Based Segmentation: (A) Grey Scale Image of BOR-Segmented Output Processed By an Adaptive Noise Reduction Filter and (B) Results after the Connectivity Procedure.

There are two major causes of the error that occurred in the automatic method. One is that if there is little deviation in the selected point, the tracking cannot follow along the direction of the layer. The other is that automatic layer tracing fails if cartographic features meet on the same pixel. We identified that correct guidance of the pixels is required. To address this, traditional k-means clustering was applied to the image. This method was chosen because it is an unsupervised learning algorithm with fast and accurate grouping of similar pixel intensities. Based on the results of k-means clustering, the disconnected layers are validated by grouping the cluster values according to group size. With respect to automatic performance, k-means clustering and direction seed growing are more suitable, irrespective of weight changes in the pixels, because they are adaptive segmentation methods [41]. By k-means clustering, the disconnected layer and its corner point are determined.

Given the quality of the image, very small clusters can be formed, especially below the chloride layer in the retinal pathology OCT images. To identify clusters in the chloride and discontinuous layers, we applied a grid to the image. A grid is depicted in the cluster image. The retinal image is divided into a smaller rectangular row- and column-wise grid structure. Using this approach, the method can estimate pixel clusters corresponding to hyper-reflective layer regions using a column-wise intensity profiling technique. Using clustering and grid intensity values, the corner point is identified using the Harris corner detector. First, layer identification depends on clusters of bright pixels, particularly corner pixels on the edges. These corner points detected by the grid are next examined to determine if they are corner points in layers. We performed a two-way verification to identify the correct coordination point such that two
points match to one pixel. In future processing, we use conditions
to identify layers. In the first condition, pixels formed in the direc-
tion of vertical clusters with higher means are dropped. The second con-
dition is the direction of similarly weighted detection pixels val-
ues with respect to the layer cluster values. The third condition is
that the best way to detect seed growth is by different intensity val-
ues that correspond to the respective retinal layers. However, detect-
ion using this approach is subject to error and pseudo-pixel identi-
fication. To overcome this error, seed growing is applied to the im-
age.

In this approach, the pixels connected in a group form a tentative
assignment of the retinal layer. This eliminates and removes the un-
wanted layers. The intensity of the neighbouring pixels of the ini-
tial “seed points” determines whether these neighbours should be
added to the region. The threshold is the maximum value of the
neighbour pixel that satisfies the conditions. Suppose the image
pixel has intensity value $I_x$, the neighbouring pixel intensity value
is $f_{NI}$, and the intensity of the threshold values $T_{IN}$. The thresh-
old condition for region growing is as follows:

$$ |I_x - f_{NI}| < T_{IN} $$  

(8)

The next stage of automatic segmentation relies on the pilot esti-
mate of the retinal layer based on the direction of region growing
from the seed point with respect to pixel intensity [42]. Here, using
the corresponding pixel points, discontinuous layers are linked by
the corresponding threshold pixel values of the layers determined
by seed growing techniques by connecting two corner points. From
corner point C1, the initial layer is the pilot estimate of the retinal
layer using region growing from the seed point that searches for end
point C2. Using this approach, unsegmented layers are determined
using seed points in the grey scale image.

The correct pixel is identified by the following strategies. First, the
grey scale difference between the pixels must be low. Second, equal
intensity values are identified. The third strategy is based on the
direction of the weight of similar pixel values to the centre seed
point. Fourth, each layer has a different intensity value to detect the
true seed growth. However, a new seed pixel may still be an error
or pseudo pixel.

To overcome this possibility, the following techniques are used.
First, the average value of the cluster is calculated and used to grow
the seed centre. To accurately search for layers, the lower pixels are
added to the cluster. This results in more accurate layers.

This generates a one-to-one mapping of the pixels in the set to form
the layer. This is repeated until the other corner point of the layer is
found. This operation is repeated to track the segmented layer until
an endpoint or an intersection is met. The endpoint may be the in-
tersection between different linear features or noise. Thus, retinal
layers are segmented using the traditional gradient feature related
mapping and colour layers are generated.

3. Results and analysis

The outputs of various automatic segmentations are shown in Fig-
ures 10–12. The results show the correct identification of eight lay-
ers. The images are processed and a comparative analysis was per-
formed using MATLAB R2014a with a system configured with an
Intel Core i5 CPU M 80 at 2.6 GHz, 4.00 GB of RAM, and a 64-bit
operating system. The segmentation procedure was computed and
analysed using the original retinal SD-OCT image of Figure 3(a).
This was acquired from a Cirrus HD SD-OCT (Carl Zeiss, Meditec
Inc, Dublin, CA), software version 5.1.1.4. All the pathological and
normal human retinal images used for the study were acquired using
this instrument.

Figures 10(a)–(c) below show the results of automatic BOR seg-
mented outputs from retinal SD-OCT images of normal and healthy
eyes. In non-standardization image condition, average of eight lay-
ers is detected. In Figure 10(b) and 10(d), additionally IPL layer is
segmented. Figure 10(d) is the output image of a blurred retinal im-
age. Because the BOR algorithm is derived from impulse noise de-
tection, it has a high level of accuracy and effective results for noisy
images as well.

![Fig. 10: Automatic BOR-Segmented OCT Images of Normal Retinas.](Image)

![Fig. 11: Automatic BOR-Segmented Pathological Retinal OCT Images (A) CNVM, (B) FTMH, (C) ME, and (D) PR.](Image)

The automatic BOR segmentations of pathology images are shown
in Figure 11 for (a) Choroidal Neovascular Membrane (CNVM),
(b) Full-Thickness Macular Hole (FTMH), (c) Macular Edema
(ME), and (d) Pigment Plaque (PR). In disease images, these layers
are affected. Hence, some unusual and abnormal layers are formed.
These outputs represent the major advantage of this algorithm for
layer formation in pathology images [43–46]. However, broken lines are the influence of pathological effects in
image pixels intensity level. Broken line segmented regression key
attributes of multivariate independent pixel data separate by the
pathologies clustered in classified pixels non-fit of the wide variation
in nonlinear intensity values. These outputs represent the major ad-
vantage of this algorithm for layer formation in pathologies image
with limits.

The BOR automatic algorithm was also applied to other mammal
retina OCT images. The images were acquired using, Biopigen En-
visu R-Class SDOIS (Biopigen, Inc.; Durham, NC). The results are
shown in Figure 12 for dog, mouse, and rabbit normal retina. These
are sample image results of major retinal layer formation. There are
major differences in axial length, anatomy, and physiology function
in humans and mammals [47–50]. In Figure 12(c), the segmentation
is laid over the anatomical structure.
Execution times are shown in Table 1, where the normal retinal SDOCT Image time is the average time for BOR segmentation of all the images in Figure 10. In this experiment, 123 original retinal SDOCT images and 92 pathological SDOCT images were analysed. For a total of 215 images, the average time required to automatically segment the image was 5.342 seconds per image. The method proposed here is fast and can automatically segment eight layers. In more sophisticated algorithms, speed is a challenging criterion, and this is achieved in the automatic BOR procedure. Here, the composite result images with green boundaries showed to achieve the objective of a good result in drastically reduce computation time.

In this research, a full fledged correct layer identification was the major objective, and less significance was given to detecting the number of layers. Using the BOR methods, five layers were identified effectively and accurately in all the analysed images. The average time taken for this BOR algorithm was 3.374 seconds per image. Using this automatic method, the majority of the layers were formed, with the exception of the hyper-reflective intra-retinal layers.

Clinically experienced and trained expert graders evaluation is taken as a high priority for qualitative analysis in the consensus of delineated the retinal layers. Trained expert graders were from Regional Institute of Ophthalmology and Government Ophthalmic Hospital, Chennai. The eight output layers were manually traced by three trained expert grader. Each expert exhibits their own approach of direction in tracing of consistent layer boundaries either above or below from the actual boundary in respective sequential layers of constant distance.

By the quantitative report of expert graders evaluation, our method has accomplished well by obtaining good metric average values by having better accuracy value of 98.35%. Similarly for the pathological images have the good result of about 92.83%. More deviation is found especially in highly reflective pathological grade images. Ultimately, the quality of the image has a directly proportional impact on the excellence of the results using this method. The standardization of images is a very important task [51–53].

We note that layer validation and statistical proof of our algorithm for normal and pathology images is outside the scope of this preliminary paper. However, they will be fully addressed in our future publications. Moreover, layer identification in the pathology images seems to be unusual and required to upgrade the color independent of different retinal layers with minimized computation time, which will be investigated in future work.

The aim of this paper is to produce a clear impression of the development of a new retinal layer detection algorithm. Initially, in this work, no objective was set to quantitatively detect layers, instead, the goal was form exact layers. Finally, in this research, we detected the RPE, O-PRL, I/O-PRL, ONL, OPL, INL, GCL-IPL, and NFL. The automatic BOR algorithm has the added ability to segment the retinal OCT images of different mammalian species.

4. Conclusion

A retinal OCT image is an inhomogeneous, complex structure. The segmentation of OCT images and the detection of retinal layers was computed using BOR methods. Because of noise and its distribution, the precise formation of a retinal layer by computational methods is unachievable. Hence, the ROR technique was proposed to detect noise. Additionally, the adaptive segmentation and noise removal algorithm with clustering eliminates disconnected and unwanted layers. BOR was derived using denoising techniques and includes edge detection and an image contour model. This BOR segmentation procedure detects eight retinal layers. BOR can be used to accurately and qualitatively detect layers with intelligent and expert system algorithms. In this study, the method plays a very important role in the result. This is because the qualities of an image determine the number of layers identified. Retinal OCT images from two different commercial instruments were used to analyse both human and animal retinas. This work expanded on the different manufacturing methods of OCT images. Even though, quantitative report of expert graders evaluation is 98.35% and 92.83% for normal retina and pathologies retinal segmentation respectively, statistical validation of the detected layers will be addressed in future research with different images.
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