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Abstract

Document text recognition uses a concept called OCR (optical character recognition), which is the recognition of printed or written text characters by a computer. This involves scanning a document containing text, and converting character by character to their digital form. Thus, it is defined as the process of digitizing a document image into its constituent characters. Equipment used to obtain clearer images for analysis are cameras and flatbed scanners. Even though it’s been out in the world since 1870, the OCR technology is yet to reach perfection. This demanding nature of Optical Character Recognition has made various researchers, industries and technology enthusiasts to divulge their attention to this field. In recent times one can notice a significant increase in the number of research organizations investing their time and effort in this field. In this research, the progress, different aspects and various issues revolving in this field have been summarized. The aim is to present a scrupulous overview of various proposals, advancements and discussions aimed at resolving various problems that arise in traditional OCR.
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1. Introduction

Optical Character Recognition (OCR) is a piece of algorithm that involves the conversion of images containing text and printed messages into a digital format that can be handled by a machine. The human neurological system has been a wonder in the way that it has the capability to make sense out of patterns presented to it in a haphazard manner. It has always taken the lead in this particular field, especially when compared to machines, which trump the brain in mathematical and seemingly normal computations which involve methods that are traditionally binary. While the brain recognizes photographs and its subjects, along with any kind of written content i.e handwritten or printed, machines aren’t able to appraise the information that is being provided in the image.

As a consequence of which, there have been immense and numerous efforts in this discipline attempting to bridge the gap of incomprehensibility hench transforming an image of a document into a more understandable format when seen by a machine.

2. Types of Character Recognition

Printed
OCR targets typewritten text, one character at a time. This is accomplished using pattern matching and feature analysis. ICR on the other hand may also target handwritten text and makes use of machine learning techniques.

Handwritten
The offline mode for recognition is the processing of a static document, whereas the online version is much more advanced and uses handwriting movement analysis. Instead of using the commonly used pattern learning algorithm, the online mode allows us to capture motions, i.e. the order in which the segments are drawn and their direction of strokes.

Irrespective of the type of character recognition, the documents are converted to a grayscale format. Since this basic grayscale conversion isn’t enough various other processing techniques are used to allow better recognition of characters and letters. The detection of words and characters dealt by Optical Character Recognition takes place when the data is obtained by an optical medium, which includes devices like camera and scanners. Optical Character Recognition ideally deals with pixelated data of two types and those types can be divided on the basis of whether the text is handwritten or printed, i.e either handwritten OCR or printed OCR. The symbols and signs can be of any size and orientation as a handheld camera/device won’t provide the accuracy of a flatbed scanner and handwritten text varies from person to person. Due to the diversity available in types of handwriting, and taking into account various styles across the globe, it is easy to conclude that Handwritten OCR is challenging to implement when compared to Printed OCR in which the images to be processed have a custom style, matching to suit the fonts they have been written in. They represent a more homogenous pattern as compared to the former.

Summarized below are the drawbacks of existing OCR systems:

A. Due to the various constraints that arise like shadows, skewing, blurred lines, this type of conversion requires expensive pre-processing algorithms which can be flawed, before any kind of character extraction or recognition stages can be implemented on the model.
B. The recognition they do is performed on already present data so they are not dynamic or during real time.
C. The accuracy of popular systems such as Tesseract and OCR Space drop drastically when the character height is below 20 pixels.
3. Proposed System

The proposed system makes use of Tesseract OCR engine while eliminating various drawbacks, hence improving performance.

3.1 Pre-Processing

3.1.1 Text Region Extraction

In order to extract the text regions, a document populated with words is shrunk to the level where the spaces between words become negligible. Thus when finding contours, only one contour encompassing all the words is obtained, and the unnecessary area around the paragraph can be cropped.

3.1.2 Image Resizing

Since Tesseract scans the image pixel by pixel, reading an image with an average character height above 20 pixels will increase computation time. This step also helps eliminating one major flaw of Tesseract, where the OCR accuracy drops for characters below a height of 20 pixels. As shown in Fig. 5 the original image has an average character height of 12 pixels, hence the image is resized to the value where the average character height is 20 pixels. In the example given in Fig. 5 the accuracy of a straightforward OCR procedure is increased from 17.54% to 98.24%, by resizing the image accordingly. Thus resolving one of the drawbacks of engines, such as Tesseract.

3.1.3 Binarization and Denoise

Binarization is the process of conversion of an image to black and white. The high contrast between the background and the characters make OCR more accurate. The process of binarization is done through thresholding the color image. There are two types of thresholding, one is global thresholding and the other being adaptive thresholding. Thresholding changes the pixel color value to a minimum if it is below a threshold or to a maximum if it is above the threshold value. Global thresholding is done by fixing one threshold value for an entire image. This becomes ineffective when the image has different levels of illumination. Hence we use Adaptive thresholding, which computes a different threshold for small regions of the image. This results in broken characters and noise around the characters, hence binarization is followed by a median blur and dilation, which bridge the spaces.
A vast amount of noise is removed and the characters are less broken by combining median blur and dilation, but the characters turn blocky and hence unreadable. Now contours are found, which return blocky but noise free words. Using the coordinates of the contours, the corresponding regions on the original image are binarized with a lower subtracting constant. This is done to clear the noise away from the characters and only the minimal amount of noise close to the characters remains.

In order to eliminate the noise closest to the characters, we draw contours that surround individual characters and fill the contours with the same color as the background. This is done so that we have an image with only the noise and the words have vanished.

Notice that Fig.10 is not only noise free, but has better connected characters than Fig.6

3.2 Character Recognition

The noise free image, which is resized to have characters at an average of 20 pixels in height is passed to Tesseract OCR engine to return a string variable of the recognized text.

3.3 Post Processing

3.3.1 Finding Incorrect Words

The string is converted into a list of strings and compared with a dataset containing 466,554 English words. The data set words are present in a SET data structure for a faster lookup table. The approximate time to check if a word exists in the data set or not is 0.000005 sec. The list of strings are separated into two lists, one for correct and the other for incorrect words.

3.3.2 Checking Recurrences

Since the post processing step is mainly used for further improving the accuracy of an existing highly accurate OCR model, we can assume that the exact same error of recognition may not occur more than once. Thus within the incorrect word list, any word that appears more than once is claimed to be correct. This step helps in correcting nouns such as name of a person, organization, location, which wouldn’t exist in the word data set, and have raised a false alarm.

3.3.3 Similarity comparison of an incorrect word

We use the python package called fuzzywuzzy to compare each word in the incorrect list with the words of the English word data set. Fuzzywuzzy returns a similarity ratio between two words. Hence the incorrect word is corrected to be the word with the highest similarity ratio (the ratio should be above 50%).

We use the below probability formulae to pick the best word:

\[
\text{probability} = \frac{\text{Occurrences}([\text{Prev}_w + \text{Word}_i])}{\text{Occurrences}(\text{Word}_i)}
\]

**Prev**: The word before the incorrect word.

\(\text{Word}_i\): \(i^{th}\) word with same similarity %

By computing the ratio of the number of times the previous of the incorrect word is followed by a candidate word divided by the number of times the candidate word has occurred, we obtain the more probable solution for the incorrect word.

4. Experiment Results

Experiment was conducted on three types of images with poor quality. The poor quality can be classified based on low resolution of the image, low illumination, and high amount of salt and pepper noise.
5. Conclusion

This paper has presented an overview of various techniques involving OCR. Though it is not an atomic process it comprises various phases of recognition such as acquiring, pre-processing, classification and post-processing. We demonstrate how appropriate pre-processing and post processing techniques are required for OCR on digital camera acquired images. Despite the vast researching in the field of Optical Character Recognition, there are various challenges that still exist such as recognition of characters in various languages, real-time recognition etc. Finally, the use of OCR in real world applications remains an active area of research.
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