Collaborative filtering-based recommendation of online social voting
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Abstract

Social voting is becoming the new reason behind social recommendation these days. It helps in providing accurate recommendations with the help of factors like social trust etc. Here we propose Matrix factorization (MF) and nearest neighbor-based recommender systems accommodating the factors of user activities and also compared them with the peer reviewers, to provide a accurate recommendation. Through experiments we realized that the affiliation factors are very much needed for improving the accuracy of the recommender systems. This information helps us to overcome the cold start problem of the recommendation system and also by the analysis this information was much useful to cold users than to heavy users. In our experiments simple neighborhood model outperform the computerized matrix factorization models in the hot voting and non hot voting recommendation. We also proposed a hybrid recommender system producing a top-k recommendation inculcating different single approaches.
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1. Introduction

The Internet rein has arrived and is ruling the needs of the human. From booking a flight ticket to ordering vegetables everything has a website or an application to make use with. In such vast and soon developing period, customers decision making ability is also getting effected. So, the main aim of any business website let it be with e-commerce, or a movie website is to provide the users with accurate information by using an efficient recommender system. Recommender system is basically an algorithm used to provide the user or the customer an accurate suggestion of the product or a movie review/rating they have been looking for [1]. This is basically done in two different ways, one of which includes suggesting a relevant item based on the user’s history which is his/her previous activity related to it (Personalized method). Another one is the non-personalized method which can be described as the seasonal sale that is prediction based on stock availability.

Many Recommender systems basically work on collaborative filtering. Collaborative filtering is one of the best method and a backbone method of today’s social recommender systems [2]. In this fast-growing era, there comes the problem of big data because of the growing users of the internet [3]. So, to give an accurate prediction to the user, any recommendation technique used should search the whole database and find an accurate prediction, which is a typical task. Collaborative filtering works in a similar manner but in a different way, where the database search is done with respect to user’s previous activities, find similarities with the other database by using suitable algorithms and then find a top prediction for the user. In this way, it also paves a way to a vast research area with many arising complexities. Improvising these methods will be a great advantage as this is used by many leading business websites [14] like Amazon, Book my Show etc. When coming to the websites like book my show, it not only enables us to book movie tickets but also lets us know what rating it has gained. These ratings are given based on a individual’s voting or opinion. But if we consider a case as an example where only a single user or a less number of users have given the review as good or above average, the overall review delivered would be a good or above average because only some users have rated it. In this way an accurate prediction is not delivered to the end user. So, this paper proposes a hybrid collaborative system, which calculates the movie overall review by comparing the individual’s review based on previous activities, based on the comparison of the users with the others who gave similar ratings and compares the individual ratings to all other people’s rating for the very same movie and ranks it based on Top 10, Top 20 and Top 50. The review is based on hot voting and cold voting where the hot voting is based on the user’s participation in giving the rating and a cold user who rarely gives the review. We show that simple meta path-based NN models outperform computation-intensive MF models in hot-voting recommendation, while users’ interests for nonhot voting can be better mined by MF models. Also, this paper proposes a method to know whether a user is likely to watch a movie or not based on the k-nearest neighbor algorithm.

2. Background

Recommender systems makes use of many filtering algorithms for giving a accurate prediction. Some of the frequently used algorithms are Random Prediction algorithm, Frequent Sequence Algorithm, Collaborative Filtering, Content Based Filtering, Demographic Filtering etc. [4]. Random Prediction algorithm suggests the top product by picking up the products without any criteria. Therefore, this algorithm accuracy depends only on luck, as they are more chances of failure. Frequent Sequence algorithm predicts using the user’s purchase history where in which it calculates the frequently bought items and calculates the similarity and gives the suggestion as the top product.
Demographic Filtering is the filtering method, where prediction is made based on the personal information like name, age, sex, etc. This is best used to solve cold start problems where the recommender system has no user history to start with. Content Based Filtering is one such method where the recommendations are based on the information about the product and predict it to the user who has a similar need. [5] Collaborative Filtering is the method which filters not only based upon the user’s past activity but also compares it with the several other users who gave similar type of rating and then give an accurate prediction. [6] They are two types of collaborative filtering techniques where the prediction is done as:

1) User based collaborative filtering
2) Item-based collaborative filtering

User based collaborative filtering which is also called as memory-based filtering recommends the products based on the user’s likes and interests. This is done by analyzing two or more users who are having the similar tastes. For example, let us consider an example of three users User 1, User 2, User 3, two (User 1 and User 3) of which looks for the same product to purchase and user 1 likes a product which he is looking for. So, this product is recommended for user 3, as two of them are searching for the same product. In this way multiple users who are having similar interests the top products are suggested. [7]

Item Based Collaborative filtering also called as model based collaborative filtering where the similar between products/items is analyzed and recommended. For example, let us consider four products Product A, Product B, Product C, Product D. When analyzed, it showed that Product A and Product C are similar, and Product B and Product D are similar. So, when a user likes a product A, he is recommended with product C and vice versa. Similarly, when a user likes product B, he is recommended with product D and vice versa. In this way the products are analyzed and recommended to the users. [7]

Although collaborative filtering is one such method with some advantages, they are some challenges and issues with it. The main challenge faced is the cold start problem where if the user has no activity before that is a new user, then the prediction might not be too accurate [8]. To eliminate this problem the recommendations are given based on some user’s personal information like age, sex etc. (demographics). Another major issue faced for the filtering techniques is the scalability problem. As the users are increasing day by day, data gets increasing due to which efficiency of the techniques gets decreased. For this issue to be encountered several filtering techniques are applied together. [9] Sparsity is the major problem that can occur in tremendous amount of data as when two items are similar only for some features, the algorithm doesn’t look the other features, which can be missing for some [10]. Collaborative filtering avoids this issue by forming a profile for the similar neighborhood users.

3. Related work

Ofer Arazy et al [11] have proposed a personalized recommender system of hybrid collaborative filtering architecture. The research also contains some information about what key recommendation features have been implemented. For example, with the movie lens data set, shared preferences and trust relationship-based movie recommendations have been established. They proposed a main framework where to calculate the profile similarity they have taken the consumption history of the source and the receivers. Through social network they have derived the trust propagations and the social network analysis. By observing the ratings of recommendations, they have calculated the reputation mechanisms and by the online communications they have calculated the interaction frequency which then gives the total tie strength. Through profile similarity calculation they have obtained the shared preferences data and through the trust propagation trust percentage has been calculated. The source reputation is calculated by using data obtained through the social network analysis and reputation mechanisms. All the obtained assets (Trust, Source Reputation and shared preferences) gives them a source’s qualification component through which an accurate prediction is generated. The model has maximum accuracy but slightly effects the privacy of the user because they alleviated the cold start recommendation problem by considering the user personal data where maximum users refuse to give it. Chacho Chen et al [12] showed today’s social recommender system doesn’t fully use the social trust relationships, which could lead to an inaccurate recommendation. Therefore, they have used the social trust relationships in two ways, Implicit and Explicit ways. The metrics of the social recommender system has been combined with trust relationships through a probabilistic matrix factorization method. They have used the trust relationship in an implicit way by combining the user rating item matrix with social trust network by shared user latent space. Then the preference of the user is combined with his/her trusted friend for a final rating. A gradient is then performed on both the ratings and then give the final accurate recommendation based on the social trust. This research encourages the use of social trust relationships by using them implicitly and explicitly simultaneously. This accuracy has been achieved by reducing the usage of the gradient method which reduces the number of iterations. The system is trained to recommend by learning the social trust ensemble. Though the social trust relationships are a key element many other elements such as trust propagation and comments because problems like data sparsity can be surmounted by using the trust propagation and through contents in the comments, analysis of the users can be estimated. Anahita Davoudi in [13] proposed a unique way to improve the accuracy of the recommender system by considering the elements like similarity, importance of the user and social trust relationships. They have used the Epinions dataset to prove their proposed model. They considered user-item matrix and item-item matrix and performed a gradient descent on the objective function to find the difference between the actual ratings and the predicted ratings. The elements of similarity, user importance was used to model the parameter of trust. This model also minimized the errors of the squared sum between the actual and the predicted rating. The results where compared by the absolute error technique where through the results has been proved that the model is producing more accurate results. As the data inputs increase for a model, the potential risk for overfitting is also increased. The accuracy has been achieved by including the fake profiles, which is the profile injection attack. The model has also proposed a way, which could detect the fake profiles by observing the ratings given by the user. Either a user gives a full rating or a very low rating, which is termed as extreme rating behavior. Through this the rating is also used to detect the anomalies [14] Many of the social recommender systems group the neighbors who are similar in terms of ratings and leave the other profiles. Due to this some important information Is lost. So, this research tackled the above problem, by considering the similar profiles even though they don’t have rated the target item. They considered the similar user with respect the active user and predicted the rating prediction of the neighbor by the proposed rating algorithm. A similarity metric is proposed and calculated for the similar user profile and the rating is predicted. A memory based collaborative filtering approach is used. A weighted average of the rating is calculated to predict the rating of the active user. Two parameters rating similarity, social similarity has been calculated where the similarity degree is predicted by their ratings given in the past. The social similarity is calculated through the social trust relationships by social network trust indicators and metrics such as closeness etc. The neighbor selection is a two-fold as proposed. Firstly, the similar users of the active user are considered as the neighborhood set and Next a modularity-based community algorithm is applied to identify the node. A higher accuracy compared to the other models has been achieved. [15] Social information present in the social information network is not fully useful in the social recommender systems. Due to this scalability will be an issue. So, to overcome this problem this research has taken only informational friends into account.
They proposed six methods which improve the impact of social media information in the social recommender systems. The most informative friends have been taken by considering the friends with similar preferences or by filtering the users which have less preferences in common. The first method was clustering and filtering the users with the same similarity, where only similar users in the same cluster are treated as informative friends. The second method is about considering a static threshold where a fixed limit of top friends as considered for similarity. The third method includes having the users with similarity higher than dynamic threshold where the variable limit of users is taken according to the friends of the active user but with maximum similarities than the target user. The fourth method included informative friends through the entropy partitioning technique where the average error value of the informative friends is calculated. Fifth method included having weighted friend impact is calculated by taking the immediate friends and performing the Pearson correlation and the weighted average technique. The last method includes calculating the informative friends through social influence is calculated in this method other the immediate friends the friends with similar tastes have been considered. The grouping is done based on the same information along with item acceptance. By performing all the methods, the results have been compared and then proved that the method of calculating the social information impact on the social recommender system can be accurately calculated by the method of dynamic threshold by with Pearson correlation.

4. Used database description

The dataset used for the experiment is MovieLens Dataset [16]. Movie lens dataset, which is collected by the GroupLens, which is a research lab in the department of computer science and engineering belonging to University of Minnesota. The dataset is divided into three files movies.dat, ratings.dat and users.dat. The movies.dat file consists of 6050 users, which consists of five columns namely User-id, Gender, Age, Occupation, and Zip Code. The movies.dat file consists of columns ‘Movie ID’, ‘Movie Title’, ‘Genre’. The ratings.dat file consists of ‘User ID’, ‘Movie ID’, ‘Rating’, ‘Timestamp’.

To visualize the results MATLAB2013a has been used. The data was separately loaded as movies, ratings and users through the MYSQL software.

5. Proposed model

The proposed architecture is as shown in the figure below.

As shown in the above figure the proposed system first includes uploading the movies, ratings and users into the database. We could ensure whether the data really got uploaded or not by logging into the database and giving the necessary queries. The uploaded dataset is trained accordingly. A graphical User interface (GUI) which enables us to perform User Activity: On clicking this button, the users are compared and resulted according to the ratings they give which is basically a one to one comparison.

User Objectivity: When this activity is performed, a single user’s rating is compared to a bunch of users who are having a similar profile (similar preferences) and resulted, a one to many comparisons.

User Consistency: This activity lets us know how consistent a user is based on the previous activities he/she performed and compared to the other ratings which also helps us to know whether he is a fake person or not. This can be quoted as many to many relationship comparisons.

Social neighborhood and activities: The main part where the users are clustered where k-means clustering is used, and the user’s activities are compared with the other users and resulted. Once the k-means clustering is done, we can predict whether a person is most likely to watch the movie or not.

On performing the related activities, we can use the data resulted from the above activities either for comparing the hot voting vs non-hot voting and cold vs heavy users or for getting the top-k recommendations [17].

Hot voting vs non-hot voting: Hot voting and Non-hot voting is the term used how much the movie is rated and compared with the other movie’s rating, which helps us to know whether the movie is in trending and how many people rated it at Top movie list.

Cold vs Heavy users: Cold users are the people who do not have a profile, a random guest who rated the movie or a person who does not review often whereas the heavy user can be termed as the user who reviews more often and is a good user of the website. All such users are compared to obtain a top-rated movie.

Top-k recommendations: The top k-recommendations are given based on the result of all the activities performed above. The obtained result from the user objectivity, user consistency and user objectivity give us a brief information about the user behavior in every perspective and helps the model to obtain a valid input for the next step, which is social neighborhood, and activities where from here the users are clustered based on similar preferences and similar ratings. After this based on a constant (0<k<1), the ratings are clustered for four clusters namely Top 10, Top 20, Top 50 and Top 100.

After performing the Top-k Recommendations we can predict a single user whether he/she is likely to watch a movie or not by taking in the information such as his age, gender, occupation, movie name, and the zip code. When this information is obtained from the user, the result is based from the information which is already clustered. If the user occupation is student and likes a genre, based on such demographic information and previous activities, the proposed model predicts the likeness of the user to watch the movie or not.

6. Results

The below table is the sample result of top 10 movie recommendations which are sorted and ranked based on the rating which is above 0.08 which is incorporated as recommended. The result includes user-id, gender, movie-id, rating given and the movie with its genre. These were based on a constant k and clustered and derived limited to 10. We also performed the likeness of the individual user based on the overall recommendation and appended it to the result. The overall results of ranking the Top 10, Top 20, Top 50, and Top 100 can be visualized in a graph as shown below. The graph is plotted by taking the rating on X-axis and the no of users on y-axis. As the graph, shows based on the users taken the movies are ranked and plotted on a scale of [5] rating.
7. Conclusion and future work

We can conclude that the recommendations are made not only based on a single user for a new movie, but the overall review for that movie not only based on the single user rating but provide a rating based on the similar users to that user and the user previous activities. The likeliness of the user is also tested and obtained. Through this, we are build a personalized hybrid recommender system. Our future work includes validating the user profiles, which helps to develop a more secure recommender system.
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