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Abstract

Magnetic resonance imaging (MRI) technologies are currently one of the most effective tools in the diagnosis of a wide variety of socially significant pathologies including cancer, arteriosclerosis, episodes. Ischemic and neurodegenerative diseases [1, 2, 3, 4]. This paper gives detailed idea of pre-processing, and segmentation (FCM, soft and hard) of MRI brain tumor images. This paper also insights the machine learning (SOM, NN and SVM) approach for automatic classification (PTPSA, fBM) of brain tissues. Different performance evaluation parameter and similarity metrics are discuss to define the efficiency of computer-aided diagnostic (CAD) system.
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1. Introduction

There is a great variety of MRI approaches that can be applied in each case, such as images weighted in T1, T2, T2*, Magnetization Transfer, Diffusion or Perfusion [5]. However, in many cases the early detection of pathologies by simple visual inspection of the images obtained can be a difficult task. The use of automatic MRI analysis tools is usually very helpful in such cases, allowing a timely diagnosis to effectively treat the pathology [6]. As a consequence, the automatic processing of biomedical images and signals has become one of the most important fields in artificial vision. The fundamental objective of the projects in this field of research is to improve the obtaining of medical information, in such a way that this allows the specialists to reach more accurate, reliable diagnoses and in less time. At present, the technique of Statistical Parametric Mapping (SPM) is the most widespread of automatic analysis of brain images [7]. This technique is general, allowing to analyze different types of experiments. The SPM aims to generate parametric maps that are able to reveal specific brain activation events obtained by functional imaging methods. It is based on mathematical formalisms and biological knowledge that have been developed over time and that are necessary to master to achieve a correct analysis of the images and a consequent interpretation of the results obtained. However, this technique depends to a large extent on the extensive pre-processing that is carried out on the images (noise filtering, alignment, normalization, etc.), in many cases requiring the intervention of a specialist. Similarly, the results obtained with it depend on said pre-processing and prior knowledge of the theory on which it is based. In addition, this technique does not directly solve the problem of classification of images into pathological categories, although it does identify areas where activation may be a case of interest or caused by some pathology.

Fundamental methods of investigation: The documentary analysis that allows to deepen in the particularities, scope, and actuality of the use of techniques of artificial intelligence and pattern recog-
This paper is divided into three sections. In the first section, as a summary of the bibliographic review, the generalities of the techniques of pre-processing of biomedical images. In addition, this first section also explains the most important techniques of automatic MR image analysis of the brain, according to its success rate, advantages and disadvantages. In the second section the fundamental characteristics and basic concepts on which the SPM software is based are presented and the results obtained using this software are presented and analyzed for the study of the three brain MR image databases with which counted for the development of this work. Finally, the third section is dedicated to the new method of automatic classification between brain MR images in fasting and feeding states, making reference to the materials and methods used and to the discussion of the effectiveness achieved in its application to each of the three bases of available data.

The automatic processing of images is a problem of great complexity due to the great dimensionality of the data and the different factors that reduce the quality of the images (noise, artifacts, interferences, distortions) and that make it difficult to extract valid information from them. The techniques used in the automatic processing of images can be divided into two groups: techniques that are applied for the pre-processing of the images, and techniques that are used for the search, recognition and extraction of information of interest to them. In the scientific literature on automatic processing of medical images, and more precisely MR images. Therefore, it is necessary to carry out a systematic and critical study to establish the advantages and disadvantages of each of these techniques and to be able to select the most appropriate in each case. This chapter explains a selection of these techniques, chosen for their current relevance and good results.

2. Biomedical Imaging Pre-Processing Techniques

Medical images are obtained from the physical interaction of different types of energy with biological tissue [8], in this procedure several factors influence (electromagnetic radiation, acquisition time, variation of electrical energy, the subject examined, etc. [9] that are difficult to control and that can cause the images to contain random noise, artifacts [10], differences in contrasts, deformations, etc., making it difficult to interpret them automatically. These factors are treated in the first phase of image processing, called pre-processing. In this section we will discuss the generalities of a set of techniques that are used in the pre-processing phase of biomedical images grouped into four categories: alignment techniques, filtering techniques, contrast improvement techniques and segmentation techniques [11].

2.1. Alignment Techniques

Among the group of techniques that are applied to pre-process images, one of the fundamental medical imaging is alignment or registration [5, 8]. The alignment or registration of images arises in several fields of research as a solution to the comparison of series of images. Among these fields, medicine stands out, where diagnostic imaging is a fundamental tool in many specialties. In most medical studies it is necessary to compare several images, for example because they are of different modalities (images of MR and CT, among others) or because we want to analyse the evolution over time of a disease in the same patient [13]. The alignment of images consists of determining the necessary transformation to match the coordinates of an image with the coordinates of another or other images that may be representing the same object or similar objects. The entry to a registration algorithm is the set of images to be aligned, the task of the algorithm being to find the transformation that maps the points in one image to the corresponding points in the other. The alignment is good insofar as it adequately maps all the corresponding points. In the case of biomedical images, alignment represents a crucial factor in their analysis and diagnostic interpretation. This process is complicated since, among other circumstances, the images may have been taken at different scales or orientation, and / or under different acquisition conditions, and / or in different subjects whose anatomy may not be identical. Many investigations have focused on medical image alignment techniques [14, 15, 16], always with the purpose of finding new methods or extending existing ones in order to obtain more accuracy and robustness in the alignment. In general, most of the alignment methods can be analyzed as different combinations of: the information that will be used to perform the alignment (methods based on equivalent characteristics, based on segmented structures, based on volumetric methods), the search space or transformation (rigid and non-rigid transformations), the measure of similarity and the search strategy. The study of each of these components for the problem to be solved determines the design of the alignment algorithm to be used. Various criteria have been developed for the similarity metric. Historically, metrics have been studied such as the mean of intensity differences, correlation, metrics based on information theory, the coefficient of variation of intensity ratios, and others [17]. Among them, the criterion of mutual information seems to be the best and has been one of the criteria of similarity most used in recent years, since it allows resolving the alignment of images of different modalities, and is also far superior to other similarity criteria, taking into account counts the quality of the final alignment. There are different variants of this similarity metric [18, 19and 20], such as, for example, the normalized entropy that offers greater efficacy against some types of multimodality alignment.

The metric based on mutual information was calculated in the first works by means of the statistical distribution of levels of grey, without taking into account the spatial information. This is equivalent to assuming that the intensity level of each pixel is independent of its neighbours, which is false in images with structures, such as medical images. Recently, some scientific articles [21] propose to extend this metric to take into account the spatial structure of the images. This makes the quality of the alignment is better, however it is necessary to continue validating this approach with some of the field benchmark databases. The non-rigid alignment is another of the topics that has motivated the scientific activity in the line of investigation of the techniques of alignment of
medical images. If the problem is addressed directly, good alignment is not possible. Among the methods of non-rigid alignment are those dedicated to the alignment between an anatomical atlas and a resonance image. This type of alignment is relevant since it would automatically detect the different structures of the patient, according to the atlas. However, this type of problems is most often affected by the result of previous segmentation. There are works [22, 23] that use probabilistic tissue maps (white matter, grey matter, cerebrospinal fluid) and adaptive maps that seem to improve alignment. Although there are many alignment algorithms developed, it is still an open research area, especially in cases of non-rigid alignment and inter-modality, because the alignment methods that give good results in one type of images generally fail in another type. Several image processing techniques are presented in [49]-[53].

2.2. Noise Reduction Techniques

Noise is part of the information that is contained in medical images and appears in the process of acquiring and digitizing the images [24]. There are several filtering techniques that reduce the noise in the images in order to facilitate the effective analysis of the information of interest in them. Next, some of the most used filtering methods will be discussed. Median filtering Median filtering operates on the image by changing the intensity value of each pixel analyzed, taking into account the intensity values of the pixels in the established neighborhood. The main function of the median filtering is to make the points of very different intensities become very similar to their neighbors, eliminating points of very high and very low intensity [25]. Wiener filtering Assuming that the image $s(x, y)$ is contaminated with white Gaussian noise $w(x, y)$, we want to estimate the signal $s(x, y)$ from the image contaminated by noise $a(x, y)$, by observation of the noise by adaptive linear filtering [26].

2.3. Contrasts Improvement Techniques

Generally, most medical images have very little contrast which can make it difficult to later detect the effects of interest that may be contained in them. To improve the contrast of images without increasing the noise of the same have developed a large number of techniques that can be classified into two types: direct techniques, which work directly on the image, and indirect techniques, which use indirect means such as histogram [27]. Direct techniques to improve contrast can be based on the application of filters or masks or on multi-resolution methods to capture the morphology of the image. Mask-based methods subtract from the input image a filtered version using a low-pass filter thereof, or add a filtered version using a high-pass filter [28]. It is not advisable to apply linear filters because they greatly increase the noise in the image as opposed to the application of non-linear filters that obtain better results. Among the nonlinear filters, we highlight the modified Laplacian filter based on the local median [29], the use of robust quadratic filters [30] and the use of cubic filters [31]. On the other hand, direct contrast enhancement techniques based on the use of multi-resolution methods and morphological operations use Laplacian image pyramids [32], sub-band encoding procedures [33] and transformed wavelets [34]. In turn, morphological operators are used that are applied directly on the image in their representation at different scales. Among the indirect techniques for contrast enhancement in images, the most popular and simple is the histogram equalization [38]. The histogram equalization modifies an image such that its histogram has a desired shape, using a non-linear monotonic rescaling, which reallocates the intensity values of the pixels of the input image so that the output image contains a uniform distribution of intensities. Due to the redistribution of the probability of occurrence of gray levels in a uniform manner, the perception of the details of the image improves. However, this technique is susceptible to increasing the signal-to-noise ratio, which is why several extensions have been developed, such as the equalization of two histograms, preserving the mean and the dual histogram equalization for equal areas that slightly improve the results [35]. Since the contrast in an image changes significantly throughout the image, adaptive techniques have also been developed that equalize the histogram only of one window around each pixel [36]. The quality of these techniques depends strongly redistribute the probabilities of gray levels that are used in each local histogram. The application of a technique or another of improvement of contrasts depends on the concrete problem that is had, that is to say, of the modality of medical image, the type of study (inter-subject or intra-subject), the anatomical area and the pathology that is investigated, etc.

2.4. Segmentation Techniques

The segmentation of images is defined as the partition of an image into non-overlapping constituent regions, which are homogeneous with respect to some feature such as intensity or texture.

- Soft segmentation and partial volume effects segmentations that allow regions or classes to overlap are called soft segmentations [37, 38]. Soft segmentations are important in the treatment of medical images due to the effects of partial volume, where multiple tissues contribute to a single pixel or voxel, resulting in a mixture of intensities at the borders.

- Hard Segmentation: It forces to make a decision as to whether the pixel is inside or outside the object. Soft segmentations, on the other hand, retain more information from the original image allowing ambiguity in the location of the boundaries of the objects.

- Discrete or Continuous Segmentation: Almost all medical images where segmentation is used are represented as discrete samples in a uniform mesh [39]. Segmentation methods typically operate on the same discrete mesh as the image. The pixels are in a discrete spatial domain. If a method can operate values in the continuous spatial domain, then it can operate on the values between two contiguous pixels. In this case, it is said that the method has sub-pixel accuracy [40]. Some methods such as deformable models are able to operate in the continuous spatial domain, providing sub-pixel precision in the delineation of structures. The sub-pixel precision is desirable when the resolution of an image is of the same order of magnitude as the structure of interest. A great variety of segmentation techniques have been developed and the choice of one or the other depends greatly on the specific application, type of image, and other factors. For example, the requirements of a brain tissue segmentation procedure are different from those of a lung segmentation procedure. There is no segmentation method that achieves acceptable results for all types of medical imaging and specialized methods for specific applications can obtain better results taking into account a priori knowledge.
3. Techniques of Automatic Analysis of Magnetic Resonance Images of the Brain

In general, most techniques of automatic analysis of medical images of the brain can be divided into two groups: those that work with images of the whole brain and those that segment possible areas of interest. [41] The SPM software is the main representative of the first group and until now the most general and widespread technique in this field. The next chapter of this report will be devoted to explaining the theory behind the SPM and will comment on the results obtained by applying this technique in the images of each of the three databases that were used to carry out this work. Regarding the techniques that segment possible areas of interest, many have been developed and support their automatic analysis in machine learning methods. In this work a selection of recent publications was made in order to have a global vision of the applicability and success rate of these techniques, paying special attention to methods of detection and classification of brain activations and pathologies.

4. Classification of Tissue Types or Region of Interest in MRI

Accurate classification of tissue types or regions of interest in MR images has become a fundamental requirement in diagnosis, treatment planning, and cognitive neuroscience. Several authors have shown that finite mixture models give excellent results in the automatic segmentation of MR images of the normal human brain; in particular, finite methods based on Gaussian mixtures have gained wide acceptance [42].

5. Detection and Classification of Brain Tumors in MRI

Intensity is an important feature for the detection of tumors automatically, however, it is not enough with this single characteristic to achieve satisfactory segmentations and classifications. A research was published on the efficacy of the fusion of two texture characteristics based on fractals together with the intensity characteristic in multimodal MR images for the segmentation of pediatric brain tumors and their classification [43]. In this research the characteristics of fractal texture and fractal-wavelet were used. The fractal feature describes the geometric complexity of objects in nature. The fractal dimension is a real number that represents the fractal property of the objects. In [44], the fractal feature is extracted with the Piecewise-Triangular-Prism-Surface-Area (PTPSA) algorithm [45], while the fractal-wavelet is obtained using a framework based on the Fractional Brownian Motion (fBm) [46] that combines both wavelet and fractal analysis. The algorithm of segmentation and classification of pediatric brain tumors, which combines the characteristic of intensity with fractal characteristics, has the following general steps:

1. Normalize the intensity values of the images in the three modes.
2. Extract the three types of characteristics: intensity, fractal and fractal-wavelet of the normalized images.
3. The characteristics are fused and the groups of tumor segmentations are obtained using a neural network Self-Organizing Maps (SOM) [47].

4. After segmentation, the groups are manually labeled by a specialist as tumor or non-tumor.
5. The labelled segments are divided into training and test sets to construct a feed forward multilayer classifier for each of the correctly segmented patient data sets. The algorithm was tested with a total of 204 MR images in 2D and three modalities: T1 with enhanced contrast, T2 and Fluid-Attenuated Inversion-Recovery; obtained from nine sick pediatric patients. Multimodal MR images were segmented and in a single modality. The success of the tumor segmentation was 100% for the first case, not so in the second case. The experimental results suggest that the fusion of fractal, fractal-wavelet and intensity characteristics in multimodal MR images offers better results of tumor segmentation compared to those obtained using only fractal and intensity characteristics in a single modality of images of MR. They also used a multi-layer feed forward neural network with automatic Bayesian regularization to classify the tumor regions of the non-tumor regions. They obtained the ROC curves to evaluate the performance of the classification, and they indicated that for a threshold value of 0.7, the values of the rate of true positives (TPF) ranged from 75% to 100% for different patients, with an average value of 90%. Notwithstanding the relevant results obtained with this algorithm, it is observed that such results are to some extent dependent on the patient, that is, when the images are from the same patient, the segmentation and classification of the tumors is more effective than with images of different patients. Another difficulty is the need for user intervention to manually label the segmentations, which makes the process not fully automatic. On the other hand, the authors of this algorithm stated that they made a detailed study of the segmentations of the resulting tumors and realized that the vectors of characteristics used may not be sufficient to discriminate several types of brain tissues such as white matter, gray matter, cerebrospinal fluid and the skull of a solid tumor and edema. Therefore, they foresee the need to include additional features to discriminate and classify tumors from multiple tissues.

6. Automatic Systems for Diagnosing of Brain Diseases in MR Images

The development of computer-aided diagnostic (CAD) systems using MR images has been more difficult than with other medical images since MR image quality includes specific artifacts and noise in the image that can vary according to the sequences of images and patients. However, in recent years several types of CAD methods have been developed in neuroradiology using MR images with favorable results [48], for example in the detection of brain diseases such as asymptomatic aneurysms, Alzheimer’s, vascular dementia and multiple sclerosis. CAD systems consist in the extraction of image characteristics based on image processing techniques and machine learning techniques such as linear discriminant analysis, artificial neural networks, and support vector machines. These systems suggest a second opinion for neuroradiologists that serves to corroborate their diagnoses or help them reach them in case of doubts. In general, there are two types of CAD systems, depending on the number of classes in which they classify the data set. Binary classification CAD systems (two classes) can be considered, which classify all candidates into abnormal and normal candidates, for example in cases of diseases such as intracranial aneurysms or...
hyper intensities of white matter in MR images. The other type of CAD system is the one that makes a multi-class classification of unknown cases in various types of anomalies. For example, the automatic classification of brain tumors in high-grade gliomas, metastatic brain tumors, low-grade glioma, malignant lymphoma, etc. The CAD systems are formed by a pre-processing phase (normalization, noise elimination, alignment, segmentation), extraction of characteristics (depending on the type of application and the objective for which the CAD system is designed) and classification. Although the experimental results they show are favorable in a general way, they can be affected by the pre-processing phase, the selection of characteristics and the segmentation of possible areas of interest. In addition, the comparisons of the methods that are made in this article are not using the same database of MR images, which restricts the level of the conclusions that can be reached.

7. Performance Evaluation Metrics

This section describes the evaluation metrics used to assess the algorithms designed, analyzing the segmented region, the contour of the region segmented, the computational cost and the volume. To assess whether the algorithms proposed correctly classify the voxels belonging to the tumor’s retroperitoneal images in the CAT images, the following must be calculated four variables:

1. True positive (TP): the voxel belongs to the tumor according to the truth of reference and the designed algorithm thus determines it.
2. False positive (FP): the voxel does not belong to the tumor according to the truth of reference but the algorithm determines that it does belong.
3. True negative (TN): the voxel does not belong to the tumor according to the truth of reference and the designed algorithm so determines it.
4. False negative (FN): the voxel belongs to the tumor according to the reference truth, but the algorithm considers that it is not a tumor.

A good diagnosis is the one that detects retroperitoneal tumors in the voxels in where tumors exist, that is, the one that maximizes both true positives and true negatives.

8. Simulation Results

![Fig. 3: Input images](image)

Fig. 4(a): High pass filtered image, 4(b): Enhanced image, 4(c): Binary Image, 4(d): Morphed image with detected tumour region 4(e): Original image with initial tumour region, 4(f): Original image with tumour region
9. Conclusion

The techniques of pre-processing of medical images and the techniques of automatic analysis of medical images, paying special attention to the most recent and significant that have been applied to brain images obtained by MR. Among the techniques of pre-processing of the images, those related to alignment, noise reduction, improvement of contrasts and segmentation of areas of interest were discussed. All these procedures are based on extensive and complex mathematical developments that include different parameters and variables, which almost always end up being approximated in order to apply the technique to a real problem. There are a variety of methods that can be used at different times in the pre-processing phase of medical images, all with different requirements and objectives. In addition, the performance of each of these methods is generally tested individually, so that each article that is published uses different test environments and evaluation metrics. This paper also elaborates the automatic analysis techniques of brain MR images, chosen for their contributions in this branch of image processing, were described. These methods are based on machine learning algorithms and generally make a prior segmentation of certain areas of the brain where it is estimated that an anomaly may be occurring. Segmentation has its advantages because it allows to concentrate on the analysis of a specific area of the images and less information is processed. However, it is a cumbersome process due to its inaccuracy and can result in errors in subsequent steps of image analysis. In MR images of the brain, special care must be taken with segmentation procedures for areas of interest, as these images are difficult to analyse due to their high degree of noise and devices dependent on the equipment and the patient. Despite this, it has been confirmed in the review that there are segmentation methods that yield good results. This is important because, in general, the pathologies are related to anomalies in these areas, for example, in cases of diseases such as intracranial aneurysms, it is identified by hyper intensities of white matter in MR images. Based on these theoretical foundations, it was decided to implement a method of automatic analysis of MR images of the brain, using machine learning algorithms that do not require extensive pre-processing of the images, in order to detect differences that allow automatic classification.
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