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Abstract
The world is running in a lightning speed with the rapid up gradation of technology. In fraction of second human civilization experiences a unique set of technologies and for this human sentiment started to demand better quality of service in almost all the areas which provides ease to it by minimizing human work efforts. Communication becomes an integral part of this rapidly changing technology. From the introduction of internet, the taste and preferences of virtual communication has been changed. A new technology called as Mobile Ad Hoc Network (MANet) is also getting its popularity due to its infrastructure less and mobility property. The rapid increase in demand for use of MANets tends it to further development to provide better quality of service. However Congestion in these networks creates a challenge to achieve desired Quality of Service. Different Queue Management techniques such as Passive and Active Queue management techniques are used to minimize the congestion in these networks which uses the concept of managing the buffers though algorithms. The Passive Queue Management technique Droptail, in the introduction stage, somehow manages to increase its efficiency. However in later stage, when data traffic increases, due to global synchronization problem many other algorithms including active queue management techniques such as RED and variants, REM have been developed to increase the efficiency by decreasing the congestion. The concepts even travel from congestion control to congestion avoidance. In this paper we have taken into account different passive and active queue management techniques and compared them based on our literature review to find out the best among them by considering different situations.
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1. Introduction
A fraction of second is important in this rapidly changing era at least when it has a direct and significant impact on the human civilization. The modern technology gives us the opportunity to choose the best out of the best and to develop and maintain the standard in the best possible way. Communication is one of the field in which the world, in the recent era, witnesses rapid growth and development. Day by day the technologies modernize, amounting to better service quality along with minimizing the cost for service. Networking is a vital discipline of the communication system that integrates the end users communicating with each other. Networking, right now, is not limited to physical networking through wires or solid mediums, it has undergone rapid up gradation, enabling us to communicate wirelessly sometimes even without any fixed infrastructure.

Mobile Ad Hoc Networks (MANets) is one of such dynamic network topology that can be established at any place, at any point of time without any pre-infrastructure, in more detailed sense the network itself works as an infrastructure of communication having mobile nodes forming an energetic and temporary network without any base station.[1] The network consists of limited number of mobile nodes having a limited range of communication where by interacting with each other through wireless messages constitute by several data packets. Each and every node inside the commutation range is somehow responsible for the successful delivery of the data packets in the end nodes.[2] The nodes not only act as sender or receiver rather also act as routers and responsible for route discovery and route maintenance for other nodes.

The physical specifications of the nodes are different from the nodes connecting wired medium of communication. Basically the nodes are mobile devices or laptops, having limited resource for communication such as limited CPU cycles, storage area, battery capacity and even low bandwidth. [3]

These types of networks are basically useful and widely used for rapid interaction in case of emergency situations like search and rescue operations. They are also used in uncongenial territory where it is difficult to establish an Infrastructured network system.[4] Research is going to fully apply this technology in education, corporate sectors and even in multiplayer gaming systems.

The Mobile Ad Hoc Networks despite of several advantages could not be utilized in full phase due to lack in quality of service. This cost effective wireless and infrastructure less network never gives guarantee over the quality of service which sometimes resulted in interrupt in communication. Congestion in the network is one of the major causes for degradation in quality of service. The proposed paper discusses different congestion control mechanism and tries to find the best congestion control mechanism to improve the quality of service in MANets. [3]
2. Quality of Services in MANets:

The word QoS signifies the efficiency of services provided by the mobile ad hoc network while transmitting data packets from the source node to the destination, sometimes directly or through intermediate nodes. It is evaluated using a number of parameters such as speed, time and drop.[5] A wide range of research is going on to maximize quality of service provide by such network, which possess a great challenge for the researcher due to the mobility of the nodes. It is a fact that mobility and lack of infrastructure make this network popular and even efficient in emergency situations; however QoS becomes a dilemma in utilising such network. The effective parameters which have significant impact on QoS are delay, delay variance (jitter), bandwidth, probability of packet loss, and power consumption. QoS is not only amounting to the successful delivery of data packets between end nodes, it also covers the security features, the speed of delivery to the desired node with optimum energy utilization.[6]

QoS, considering the definition providing by different authors, can also be defined as the degree of satisfaction of the end users depending on the performance of the network amounting to effective and successfully deliver of messages. Of course, both the above definitions focuses on one direction i.e. to improve the real time application of mobile ad hoc networks providing the best quality of services to the end users.[7] The problem here is there are no specific standard worldwide to measure the quality of service in MANets, however the goal of the researchers is to increase it to an extend where by the end users will never complain about or question the usability and applicability of this network at least in terms of quality of service.

3. Congestion in MANets:

Time is an important factor in real time communication. A delayed message from the sender to receiver carries no meaning rather sometimes create ambiguity and confusion. To be in time the sender has to encode and send the message within the preservice time, receiver has to receive and decode the same within the allocated time but, here the main concern is to transmit the data packet from the sender to the receiver in limited time due to the complex structure of this type of networks arising out of the wireless medium and congestion is one of the major cause for delay in transmission amounting to lack in quality of service. To understand congestion we have to consider the complex structure of mobile ad hoc network in which every node are interconnected with each other either directly or indirectly through intermediate nodes in which every node having their own buffer to accept, send or hold the data packets. Again, each and every node is somehow related to transfer the data packets from one node to another and hence all the nodes are interdependent with each other through constituting a transmission path for every other node. Making it more complex every node is mobile in nature and hence continuously changes its position, which makes the transmission more difficult. The above mentioned complex structure is nothing but a catalyst for the congestion.

The term congestion refers to a complicated situation in which the flow of data from the source to destination either stops or slows down in a part of the subnet.[8] It occurs basically in two scenarios. Firstly, when the number of data packets more than the capacity of the network tries to utilize the same transmission path for packet forwarding. Due to heavy traffic the network slows down and hence a long delay occurs for delivery of the data packets.[9] Secondly, when the buffer present in an intermediate node overflows due to acceptance of more number of data packets a node can deliver or sent outside through the network to other nodes.[10] It is not disputed that some other factors like environmental change do have significant impact on data transmission amounting to congestion in the network, however they are situational based and can be overcome with the change in time and situation.

We have already discussed the complex structure and the physical challenges of this network which also includes limited buffer size. Mobility is the primary cause for which the size of the buffer cannot be extended as desired as it affects the size, shape and more over the power consumption of the mobile nodes. The limited size of the buffer, hence, became a cause for the congestion.

Congestion in mobile ad hoc network not only cause significant delay but also resulted in packet loss and bandwidth degradation. The congestion in MANets is different from wired network in a greater sense. In case of a wired network congestion normally occurs in a concentrated region of a single router or in a single routing path, but, as MANet uses a shared medium for communication hence, congestion targets and affects the entire network, sometimes affecting almost all the mobile nodes in a particular range. The following issues arose when congestion occurs and are not controlled effectively:

3.1. Delayed Packet Delivery:

The delay causes by the congestion can be categorized into two parts due to two different causes. The first one is because of the simple reason that the packet cannot be moved or transmitted through the intermediate channels due to the congestion and as a result the data transfer rate significantly drops delaying the delivery of the data packet. In simple term the actual delay caused by the congestion due to interrupt in data transfer.[11] Secondly, because of, the network tries to find the alternative paths to deliver the congested data packets into the destination node. Finding new paths and sending the data packets though the new route of course takes more time causing excess delay in transmission.

3.2. High Overhead:

Consider a scenario in which a communication takes place through a multipath channel and congestion occurred in two or more intermediate path simultaneously and to avoid the congestion the network tries to discover new routes. As we know the entire communication path is constituted by the contribution of every node in the range. [11] Hence the phenomenon of finding the new route affects all the nodes in the corresponding region and every node need to update their data stored in the form of the table. In this scenario the network suffers from higher overhead due to high resource allocation, bandwidth and energy consumption.

4. Control Mechanism for Congestion in MANets:

The two scenarios contributing to the congestion has already been discussed above. Different authors prescribed different methods to control the congestion in mobile ad hoc networks. The control mechanism for MANets in a layman’s term simply represents to overcome from the occurred congestion by utilizing a set of control algorithm. However scientifically and elaborately the term control mechanism defines a wide range of action and interaction including detection, prevention, overcome and even precaution for congestion in the network.[12] The idea behind the control mechanism is to ensure distributed bandwidth across multiple end to end nodes. It also ensures that no node in the entire system should send more number of data packets than the capacity of the network to transmit or the receiver can receive. [13] Some authors suggest the application of TCP (Transmission Control Protocol) to detect and overcome from congestion and some other trust upon the Queue Management Techniques.[14] TCP although used widely in the wired network successfully but contributes less to MANets because of the difficult application in the wireless and infrastructure-less network. Queue Management seems to be a better option because when we can’t apply the old technology in a new medium of communication we can always hope and trust to
develop and manage our own ways to overcome such problems for such new technology by contributing or upgrading to the current standing technology. In this paper we have observed and discussed a number of queue management techniques and try to find out the best among them to best fit in different situations.

5. Queue Management Techniques:

Avoiding or controlling Congestion through Queue Management techniques turns out to be a popular and cheaper method rather than designing and/or inserting a complete new algorithm for transmission. Communication using MANets is actually virtual in nature and a researcher working over this virtual network almost has no chance except working over the algorithms. Algorithms in such networks are the lifelines, and highly responsible for the intercommunication.[15] We consider the network as much as realistic to work over because it is the human nature that indeed them to always work over a tangible object not on an imaginary based. Queue Management in the realistic term is nothing but a way to work on the nomenclature of the network, simply working over the algorithms responsible for data transmission to make such transmission hassle free without any congestion.[16] The objective is simple. We need to either eliminate congestion or prevent congestion by ordering the data packets correctly or in an alternative way by limiting the data packets through one exclusive indication by prioritizing the data packets. The more priority the data packets has the more chance of its delivery and the least priority data packets, in the worst case, considered to be dropped.[17] The mechanism for the queue management overall worked as such and basically classified into two:

A. Passive Queue Management
B. Active Queue Management

5.1. Passive Queue Management:

The classifications of the Queue Management techniques are based on the mechanism of dropping packets in case of severe congestion. Active and Passive Queue Management techniques are different in two senses. In both the algorithm the strategy for dropping data packets are different and the indication to the source node about the drop of the data is carried out in a different way. The buffer present in the intermediate nodes and even in the receiver has a limited size or length and hence can accept data packets to certain extend.[18] This length size in the Queue is known as maximum buffer length. A new data packet is allowed to enter into the buffer only when the length of the data packets, combining the length of the entering data packets with the length of the data packets present in the buffer, is less than the maximum buffer length. In other words transmission from one to another node is allowed when the number of the data packets carried in the second node is less than the capacity of the second node that can carry up to a fixed number of data packets. When the buffer is full or in its highest capacity, the incoming data packets are dropped till a point when some portion of the length of the queue is free. The source gets the idea about the congestion only when some data packets are dropped because the technique never uses an explicit mechanism to detect the congestion or calculate it before at least drop of a single data packet.[19] In PQM, there is no way that the source can predict about the congestion in the network before data drop is started, which is the major disadvantage of this type of network. The advantage is such techniques are easy to implement and maintain over a time and minimizes overhead in the network in case of less data traffic. Droptail, DEC Bit, SFQ (Stochastic Fairness Queuing) are the techniques implemented passive queue management technique.

5.1.1. Droptail:

Droptail, a passive queue management technique, follows the mechanism of First in First out (FIFO) policy to enqueue and dequeue data packets to/from the buffer. This theory was proposed by RadeStanojevic et al while working on congestion control mechanism in MANets.[20] When data from the previous node arrives the algorithm makes it enter into the tail of the queue and after processing i.e finding the next suitable node for transmission, in case of the node acting as an intermediate node, send it through the head of queue to the next node. This theory holds good till the length of the queue is not full and when it is full, this algorithm prohibits the incoming data packet and drops it to control the network from congestion. The drop of the data packets happens at the tail side of the queue and hence the name is so called as “Droptail”. The sender in the meantime detects the drop of the packet in the transmission path and shrinks its sending window to slow down the data transfer. The implementation of the algorithm is so simple to utilize and efficient enough where the data transfer is limited over a period of time. However this algorithm is not suitable when the computation overhead is very high in case of large volume of data transfer among the nodes. Continuous dropping of the data packets leads to high packets loss, decrease in throughput as well as high end to end delay.

This Algorithm is the backbone for other algorithms. It is easy to implement but if the computational overhead is more then it cannot be implemented. When continuous dropping of packets take place due full of buffer, it suffers from high packet loss and decreased throughput. The main disadvantage of Droptail is it suffers global synchronization problem. The algorithm although in some cases suitable for congestion control but completely fails in case of congestion avoidance.

5.1.2. DEC bit:

DEC bit uses one extra binary bit in the packet header to get the information about congestion in the network. In this method we are calculating average queue length according to the last busy and ideal time period. Here Average Queue length is the length of the data packets including the packets inside the buffer with addition to the packets incoming to the buffer. The route buffer size is fixed and signifies the maximum length of the buffer which can contain the data packets up to certain limit. When Avg_queue length > route _buffer size, then the binary bit is set to 1 to signify congestion is going to occur and inform the source regarding the status of the buffer in the transmission channel.[21] The source uses window flow control mechanism, each time it updates the window of data packets. The size of the window in the source node can be increased or decreased exponentially or linearly depending on the remaining buffer size at the intermediate node where congestion is going to be happened. A DEC bit 1 made the source to shrink its window and slow down the data transfer rate. Exceptionally when the binary bit is set to 1 and the sender has to send little more packets, the congestion window is divided to half continuing the data transfer with the DEC but set to 1.

5.1.3. SFQ:

SFQ or Stochastic fairness queuing is an innovative passive queue management technique, which implements the fair queuing algorithms. The fairness is in terms of packet delivery.[22] The algorithm is so called because it depends on hypothetic allocation of queue in each section which means in partial it does not allocate a queue rather it implements an innovative algorithm which is used to divide the traffic over a number of queues which are limited in number. This algorithm works over the concept of hashing. The concept includes the less accuracy than other queuing techniques however it requires less calculation resulting to fewer loads while being perfectly fair.

5.2. Active Queue Management:

We look for and get solutions when we realise the problem. The passive queue management technique although holds good for less traffic area but creates a gigantic problem. When the traffic
increases it leads to congestion and the nodes required dropping packets which resulted in high packet loss and minimize the efficiency of the whole network. As we earlier said solution came after problem the solution here is to drop excess packets before the queue becomes full and to slow down or even stop when the congestion is going to occur. [23]

Active Queue Management uses small size steady state queue to prevent itself from the issue occurred in Droptail. The primary goal of utilizing active queue management is to reduce the range of drop packets, minimize end-to-end delay, minimize the waste of obtained bandwidth and increase the link utilization. This queue management utilizes the concept of getting knowledge of the congestion before it going to be happened in the network and take necessary action to avoid the congestion. The algorithms used for AQM are complex and difficult to implement, however, efficient enough in case of heavy traffic and high computational overhead.[24] The algorithm believes in congestion avoidance rather than congestion control. The source node in this case plays a great role to control the flow of the data packets according to the predicted congestion. The algorithm uses permutation and combinations along with probability to compute the congestion which is going to be happened in the network.

Different Active Queue Management schemes have been proposed in the recent era and some of them are RED, GRED, NLRED, MRED, TRED, REM.

5.2.1. RED (Random Early Detection):

RED or Random Early Detection is an active queue management technique which implements the technique of congestion avoidance depending on the length of the queue.[25] This algorithm was proposed by Floyd and Jacobson to solve the problems which occurred in passive queue management techniques.[26] The mechanism monitors the size of the queue and randomly marks or drops the data packet depending on the statistical probability of congestion in the network. This mechanism is based on prevention rather than solution that it believes in slowing down the flow of data rather than dropping it, when possible. The statistical probability is being calculated according to the size of the buffer and the data packet is to be routed through the node. The probability function in case of the RED is linear in nature and increase with the measure of congestion function. If the size of the buffer is empty it accepts all the data packets. As the packets occupies the buffer the probability of dropping the packets also increases and subsequently reach to one which indicates to drop the packets or to mark the packets that the transmitter can slow down the process of sending data. It helps to avoid TCP global synchronization.

5.2.2. GRED (GENTLE RED):

The Gentle RED is another variant of RED queue management technique which believes in the mechanism of gently increase the probability to 1 depending upon the average queue length and the packet dropping probability.[27] Here the packet dropping probability increases linearly to 1 only when the average queue length exceeds twice of the maximum length of the queue. The concept although seems easy but the implementation in real time environment is difficult and not feasible in every case. Linear function can’t be used in every environment due to the increase in complexity of implementation and energy consumption due to high mathematical overhead.

5.2.3. ARED (ADAPTIVE RED):

The idea behind developing Adaptive RED algorithm is to minimize the delay and to achieve high throughput by modifying the average queue size and by formulating a set of formulas for the same, where the average queue size is being calculated by \( (\text{qmin}+0.4*\text{qmax} - \text{qmin})\text{qmin} + 0.6*(\text{qmax} - \text{qmin})).[28] \) To maintain the stability of the average queue length the mechanism of adaptive increase and multiplicative decrease policy is used. The maximum probability \( P_{\text{max}} \) can be calculated as follow:

\[ \text{When } P_{\text{max}} < 0.5, \text{Then } P_{\text{max}} = P_{\text{max}} + a, \text{qavg} > \text{qtarget} \]

\[ \text{When } P_{\text{max}} > 0.01, \text{Then } P_{\text{max}} = P_{\text{max}} * b, \text{qavg} < \text{qtarget} \]

5.2.4. NLRED (NONLINEAR RED):

As we discuss earlier one of the major problem in MANET is to optimize the performance by minimizing the congestion by packet drop. However one truth prevails, packet drop cannot be stopped even in the ideal condition, due to the frequent change of the atmospheric and humanistic condition. The traditional RED algorithm uses linear function to drop the data packets. The Nonlinear RED or NLRED used a different concept of dropping data packets using nonlinear function when avg_1 is in between minimum and maximum.[29]

5.2.5. TRED (THREESECTION RED):

RED algorithm although blessing for the modern adhoc network system but distinguished in terms of certain areas like high packet drop ratio, degradation of throughput and high probability of link failure. However all of the above are dependable variable and basically depends on the size of the queue. RED, the advance queuing algorithm uses the mechanism in which the size of the queue varies with the level of congestion and leads to one of the major drawback of the algorithm. This leads to an unpredictable queuing delay in RED. The TRED or Three sections Random Early Detection has been developed to overcome from this problem. This algorithm uses the concept of dividing the packet dropping probabilities into three equal sections and named it as light, medium and high load.[30] When it detects light load it allows the resources to use the queue rather notify high load network to use its queue to minimize high loads in other networks. The medium load is considered as the ideal load condition and in this condition the algorithm has to do nothing except trying to maintain the same condition. In case of high load condition it drops packet and tries to decrease the congestion and delay.

5.2.6. MRED (MODIFIED RED):

Modified RED is the advance version of TRED which uses an ECN (Explicit Congestion Notification) to make the algorithm more reliable and optimum. As we discussed above the TRED categorize the network load into three subsections like low, medium and high load sections. This algorithm adds the concept of ECN into all these three sections. In case of low load section it requests the source to send high number of data packets to make high path utilization which ultimately minimizes the delay. In case of medium load it acts similar as TRED.[31] However in case of high load section this algorithm acts differently i.e either it sends an ECN notification to the source node to decrease the sending data rate or in the worst condition it drops the data packets. This algorithm believes in notifying the sender rather than dropping the data packets. The major disadvantage of this algorithm is the complexity of using ECN algorithm for which the setup of the nodes must be capable of using ECN mechanism. Again to make each and every node ECN capable is not feasible in terms of cost-benefit ratio. However if we compare it with other active queue management techniques and even with any passive queue
management technique, MRED is still a better option for queue management due to its advantages.

5.2.7. BLUE ALGORITHM:

The mechanism of RED algorithm is especially based upon the calculation of instantaneous average queue length but the BLUE algorithm especially based upon the mechanism of packet loss and link utilization. In case of this algorithm when the buffer is over flowed the marking probability is increased which leads to increase in packet drop ratio. The major disadvantage of this algorithm is that the flow is tented forever, when it is once marked which leads to packet drop even when flow retracts itself later on. [31]

5.2.8. REM (Random Exponential Marking):

Random Exponential Marking or REM works over the same concept as RED. Both RED and REM focuses on congestion avoidance rather than congestion control. The difference is in terms of measuring the congestion and marking the data packets using marking probability function. This algorithm proves itself as the best in terms of bandwidth utilization and delay. In case of heavy traffic and high overhead, REM performs better than other algorithm as it shows high bandwidth utilization with minimum end to end delay and packet loss. [32] The two key features contributed to the efficiency of the network are:

a. Match Rate Clear Buffer
b. Sum Prices

5.2.8.1. Match Rate Clear Buffer:

Match Rate Clear Buffer uses the concept of matching the user rate with the network capacity regardless of the number of users. It uses the concept of stabilizing both the input rate and the queue regardless of uses count. The variable used for measuring the congestion in REM is known as “Price”. Price is used to determine probability of congestion or the marking probability. An algorithmic function periodically or asynchronously updates the value of the price with each successful or failed transaction by considering the rate mismatch and queue mismatch. The rate mismatch is calculated from the difference in the rate of input and capacity of link. Accordingly the queue mismatch is calculated by the difference in length of the queue and targeted length. The price increments with the detection of positive weighted sum of the “mismatches”, and vice versa. [32] When Price increases it marks the data packets and sends the signal to the source to decrease the data sending rate and vice versa in case of decrease in price. This helps the algorithm to attempt high bandwidth utilization and decreases delay as well as packet loss.

5.2.8.2. SUM PRICE:

The idea behind the sum price is to calculate the sum of the link prices in the travelled path to measure the congestion in the path. It uses end-to-end marking probability and informs it to the source to control the data flow which also controls the data flow when congestion occurs. Congestion in this case can be prevented by explicitly notifying the source through marking the data packets. [32] Source may increase and decrease the flow of the data packets considering the message received through the marked data packets.

6. A brief comparison table

<table>
<thead>
<tr>
<th>CLASSIFICATION</th>
<th>ALGORITHM</th>
<th>HIGHLIGHTED DESCRIPTIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PASSIVE QUEUE MANAGEMENT TECHNIQUE</td>
<td>DROPTAIL</td>
<td>- The Simplest Algorithm to execute, maintain and modify.</td>
</tr>
<tr>
<td></td>
<td>DEC BIT</td>
<td>- The Sum Price avoids congestion.</td>
</tr>
<tr>
<td></td>
<td>SFQ</td>
<td>- Uses one extra bit in packet header to notify congestion.</td>
</tr>
<tr>
<td></td>
<td>RED</td>
<td>- Packets are dropped only in case of congestion.</td>
</tr>
<tr>
<td></td>
<td>GRED</td>
<td>- The RED algorithm uses a modified variant of RED algorithm.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ACTIVE QUEUE MANAGEMENT TECHNIQUE</th>
<th>RED</th>
<th>HIGHLIGHTED DESCRIPTIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SFQ</td>
<td>- Low bandwidth utilization.</td>
</tr>
<tr>
<td></td>
<td>RED</td>
<td>- No Congestion Avoidance mechanism.</td>
</tr>
<tr>
<td></td>
<td>GRED</td>
<td>- Suffers from Synchronization problem.</td>
</tr>
</tbody>
</table>

Table 1: Comparison amongst different active and passive Queue management techniques.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARED</td>
<td>Another variant of RED which focuses on dealing with the Queue size by modifying the average queue size and by formulating a set of formulas for the same. Adaptive increase and multiplicative decrease policy is used to maintain stability. More stable in calculating the congestion. Computational overhead is high due to complex algorithm.</td>
</tr>
<tr>
<td>NLRED</td>
<td>Works similar to RED algorithm but uses a nonlinear function instead of linear function to calculate congestion probability. Optimized performance where number of nodes is high. Not suitable for low traffic use.</td>
</tr>
<tr>
<td>TRED</td>
<td>Divides the packet dropping probabilities into three equal sections and named it as light, medium and high load. Action taken to avoid congestion depends on the indication of high medium and light load. Predictable Queuing delay, low packet drop ration, up gradation of throughput and low probability of link failure. Computational overhead is very high. Delayed communication in low traffic scenario.</td>
</tr>
<tr>
<td>MRED</td>
<td>A TRED with addition to ECN to explicitly notify congestion to the source node. Uses the concept of notify rather than drop. Source data transfer rate depends on the ECN received. Better utilization of resources with low packet loss. The complicity of using ECN in each and every node creates problem. Not a cost effective method. More Power Consumption.</td>
</tr>
<tr>
<td>BLUE</td>
<td>Congestion is calculated according to the packet loss and link utilization. Packet loss rate is very low. Buffer size utilization is low. Less computational overhead. Not Scalable. Flow is tented forever once congestion is detected.</td>
</tr>
<tr>
<td>REM</td>
<td>The most advance and unique algorithm to detect congestion and marking of data packets. Uses the concept of Match rate clear buffer and sum price to effectively calculate congestion. The best algorithm to prevent congestion with the most advanced congestion detection technique. Scalable. Link utilization is very high with low packet loss. Minimum end to end delay. Highly depended on Global parameters. Performs worst in low traffic scenario and lacks in QoS.</td>
</tr>
</tbody>
</table>

7. Conclusion:

Nothing is permanent in this world and Nothing is hundred percent efficient. Likewise our study suggested that there is no algorithm which can be termed as the winner by considering different situations. In this paper we take in to account both passive and active queue management techniques to study their efficiency. Some are efficient in low traffic conditions and some works well over high traffic conditions. Some of them cease the work when computational overhead becomes very high. The study
shows that in case of low traffic and less overhead passive queue management technique, Droptail, performs the best but performs the worst in case of heavy traffic. Droptail is also found out to be the simplest and easiest algorithm to implement. This algorithm may be used, in case of MANets, for the purpose of education and gaming where the numbers of users are predetermined with the determination of the fixed data transfer rate. Basically in case of educational and gaming use data transfer is uniform to different nodes and can be determined prior to the use and hence Droptail is the best choice here. The study further suggests that RED and its variants, considering as a whole, happen to be the best algorithm when the traffic in the network is heavy. It is because of its ability to maintain stable queue size which helps to lower the delay and tends to achieve high throughput and link utilization. Amongst RED and its variants, NLRED (Non-Linear Random Early Detection) wins the race when we consider the performance with respect to queue size and average throughput. RED and NLRED can be used for communication in case of emergency situation which demands heavy traffic flow. REM, although, the newest algorithm which implements unique techniques, sometimes lacks in quality of service because it highly depends of the global parameters. Further studies may require increasing the efficiency of REM and its proper utilization. Considering the practicality of use of these algorithms depending on the complexity Droptail as well as RED can be used, of course, the choice is highly based on the data traffic, cost and situation for implementation.

8. Future Scope:

An Author should consider, while comparing different queue management techniques, the dynamics and the feasibility of application of such techniques. The dynamics of the queue management techniques were discussed briefly in this paper. However a vast scope is there to analyse and compare the techniques in terms of the feasibility which includes the cost of application, cost of implementation and also the practicability of such queue management techniques. Secondly, in this dynamic and fast traversing world may be while drafting this research paper, in some corner of the earth, a new queue management technique is being evolved and maybe serve the purpose in a better way. The authors who will study the same in future can include those new techniques and may conclude with a different dynamic observation. We hope and trust further studies in this direction will help us to minimize congestion in the network to an extent where communication will be hassle free with minimum cost for service.
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