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Abstract 
 

Information retrieval (IR) is an automatic mechanism to extract required information from a collection of unstructured or semi-structured 

data. IR systems minimize the effort of a user to locate the information based on the requirements. Clustering of documents is carried out 

as a preprocessing step for filtering irrelevant information in an IR system. Legal domain is a producer as well as consumer of huge in-

formation which also contains invaluable legal knowledge and its interpretation. Knowledge based legal information retrieval systems is 

need of the day. Citation analysis is a technique to find the hidden relationships between the documents and is used for understanding 

knowledge transfer across various domains and hence becomes very important in legal domain. In this study, similarities among docu-

ments are analyzed using data clustering when applied on data of citations in court judgments. 
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1. Introduction 

Legal domain through its various processes generates a large set of 

information in the form of legal documents and texts. These legal 

documents are classified under various headings such as court 

verdicts, statements, FIR etc. One important category of such doc-

uments is collection of judgments belonging to different courts 

which are given by judges. These documents contain useful in-

formation for legal researchers to study about a particular case. 

Legal informatics is a field which aims at providing effective 

management of these legal documents. In order to study a case, 

legal professional needs to browse through the vast collection of 

documents stored in the database to find the similar cases which is 

a time consuming task. Knowledge of these legal documents is 

usually stored in the form of natural language which makes it 

difficult for analysis and interpretation. With the advent in internet 

search technologies, several efficient online legal databases facili-

tate this search process for user. But this search is predominantly 

keyword based. In order to retrieve a precedent case, the user or 

researcher has to specify the query using terms which are specific 

to the domain and thus demands sound domain knowledge. Due to 

this complex nature, efficiency of similarity search operation is 

limited.  

Legal domain produces documents which include both unstruc-

tured data and structured data. Plain texts present in the document 

represents unstructured data whereas citations, case id, date, loca-

tion etc. which are present in the document can be considered as 

structured information. Citations in a legal document plays a very 

important role in showing basic similarity  

between various judgments. It conveys the information that the 

particular judgment is referring to another judgment and hence the 

two documents share similar legal concept. Citation analysis is 

used in legal domain to build case and citation network. This pa-

per proposes use of citation data for finding similarity among cas-

es using clustering techniques. Analysis is performed on court 

judgments in India related to cyber-crimes which are covered 

under Information Technology Act 2000 in the Indian Constitu-

tion. Cyber-crimes cover crimes such as e-mail fraud, identity 

theft, spam, illegal downloading etc. which are committed via 

internet and digital technologies. The information technology act 

2000 was introduced by the Parliament of India to provide a con-

trol over the cyber related crimes by introducing a legal frame-

work. 

Clustering is a method used to group the data based on inherent 

similarity. In this paper, clustering is used to group the interrelated 

documents based on their citations. Clustering is often referred to 

as a first step in data mining for determining groups containing 

similar objects. It is an unsupervised learning technique which 

identifies groups of related records that can be used as a starting 

point for exploring further relationships. In this proposed work a 

case i.e. a judgment is considered as an object and citations re-

ferred in the judgment are considered as its attributes. Thus if 

citations are similar it can be concluded that the cases are similar. 

Application of clustering algorithm hence can provide a group of 

similar cases based on the similarity in citations.  

2. Analytics in legal domain 

Legal analytics [1] plays a very important role in the legal domain 

and encompasses the techniques of extracting valuable infor-

mation from the data which are present in a case or a legal docu-

ment. Machine learning techniques also suggested in legal analyt-

ics to process, analyze and structure the raw data present in a case 

document. Artificial intelligence approaches [2] for analyzing data 

is changing the way a lawyer analyzes a case. Artificial intelli-

gence is a technique which is used to learn how to complete a 

specific task that is usually done by the human. There are several 

tools developed for systems based on the law domain for analyz-
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ing the data. One of such early tools introduced is used to catego-

rize all the legal tasks according to the class labels on computer 

based implementations [3]. The sequenced transition network is 

also a work in similar direction which caters toward decreasing the 

need for prior knowledge about legal data. Approaches based on 

logic proposed in [4] to solve a legal problem highlight two main 

problems: creating techniques for representations of the legal text 

and the difficulties involved for evaluating the legal terms mainly 

based on languages. The nature of legal rules or judgments is very 

complex and demonstrates citations based relationship with other 

judgments [5]. As suggested by authors, this citation links based 

method for finding case similarity has been proved to be more 

accurate. This approach can also be coupled with content based 

case judgment similarity for complete similarity estimation can be 

made more efficient by using an approach called paragraph-link 

approach.  

Citation analysis is a very important approach which is used to 

study knowledge transfer in many domains. Interrelation among 

the patent and research publications can be studied with help of 

citation analysis. Citation from patents [6] to the publications pro-

vides useful proofs related to the academic research. Since the 

patent citation is of large-scale, evaluations required for the patent 

and publication links is done by the help of automatic searchable 

engine. Methods such as bibliometric are used to evaluate the 

publications based on their citations such as Scopus and Google. 

Since Google patents do not provide indexing for the academic 

citations, the process of bibliometric study on patent citation is 

time consuming. This is very difficult for the evaluators to get the 

overall impact of the large number of legal articles. The scientific 

references present in patent documents represent the interaction 

between science and technology. [7] presents a statistical review 

of such interaction using citation analysis. Paper indicates that the 

motivation of science is about half of the entire inventions. About 

30% of patents which are motivated by science does not contain 

logical references. Additionally, 20% of cited logical references is 

assessed as unimportant by the inventor. To review the importance 

of analysis in patent citation, the characteristics of patent citation 

with respect to logical literature should be identified. Novel map-

ping to recognize technology-relevant research [8] is introduced 

on papers referring to SNPRs. Citation analysis is back bone of 

legal domain. It is difficult for legal researchers and analyst to 

evaluate the impact of large number of legal articles. To overcome 

this problem, an approach such as Bing searches were introduced 

which is combined with the filtering of results automatically for 

the duplicate data produced by the Bing search [6].  

 Similar precedent extraction is most important but non-trivial 

process in legal domain. Many solutions are proposed for this said 

problem which are predominantly text and based [9] mainly dis-

cusses about analysis of legal document that includes text infor-

mation in the form of semi structured and unstructured form. Nat-

ural languages are used to store this legal text information in the 

database. For extracting the text data from the database text min-

ing techniques are used in this work. This paper aims in using the 

text mining techniques for grouping of the legal text documents 

based on its contents without considering the external query input. 

[10] discuses about the main issues regarding the processing of 

information in legal domain which includes issues such as han-

dling the complexity of knowledge in the legal domain by filtering 

the techniques and methods and identifying the ways to store and 

reclaim the required data.  

Use of citation data for finding interrelated information is ex-

plored by many researchers in various domains. Combining Cita-

tion data analysis along with clustering is one of the very popular 

approaches experimented by researchers in information retrieval 

domain. [11] demonstrates the use of two software tools such as 

CitNetExplorer and VOSviewer which can be used to cluster or 

group the citation data or publications and then each cluster can be 

analyzed. In this paper clusters are made based on the direct rela-

tion of their citation. Both tools can be used to analyze the cluster 

solution. CitNetExplorer is used to make the groups or clusters of 

the publications based on the direct relation of their citations and 

can also be used to visualize the citation clusters, where publica-

tions are shown in the time axis with different colors that represent 

each cluster. One of the major functionality of CitNetExplorer is 

to analyze the clustering solutions in different level. Searching for 

a particular paper can be done using title, author name etc. Cit-

NetExplorer is mainly used to analyze the solution of the cluster in 

different level whereas VOSviewer which is one of the compo-

nents of CitNetExplorer, can be used to analyze a cluster solution 

at an aggregate level. [12] discuss about a new approach of group-

ing the documents based on citation context data. With this, fea-

tures of a specific citation word are compared with the textual 

representation of the original document. Comparison between the 

link based clustering algorithm with the text based clustering algo-

rithm is discussed in this paper [12] which identifies the similar 

documents based on the citations which is grouped under some 

categories.  

Data clustering is one of the most basic unsupervised techniques 

used to group similar items. K means clustering algorithm is very 

popular due to its simplicity. Many variations to basic k means 

algorithm are suggested in literature. [13] discusses about the nov-

el binary search algorithm for clustering the data to find the quali-

ty of each cluster and also produces the same solution each time 

the algorithm is performed on the dataset. [14] proposed an algo-

rithm called the psFCM algorithm which is the modified version 

of fuzzy C-Means algorithm. This algorithm reduces the computa-

tional time which is required to divide the dataset into the required 

number of clusters. The psFCM algorithm is divided into two 

phases. Phase I the dataset is divided into small blocks using the 

k-d tree method [15] so that the original data set is reduced into 

simplified data set with some unit of blocks. The clusters are cal-

culated by calculating the cluster center. All the patterns present in 

the blocks are replaced by the center value that is calculated be-

fore. As a result, a huge number of patterns present in the original 

data set are rapidly reduced into smaller number of centroid block 

datasets. With the simplified dataset we find the actual cluster 

center using the fuzzy C means algorithm. In phase II, with the 

cluster centers found using the fuzzy C means algorithm is initiat-

ed with the final clusters that was already found in phase I.  

Literature suggests that legal documents due to their complexity 

pose many challenges in knowledge extraction. Though legal in-

formation can be processed as unstructured text, legal citations are 

very important in understanding relationships among judgments 

passed by courts. And hence legal issues discussed in cases. This 

study proposes the application of basic k means clustering algo-

rithm on case citation data to analyze similarities among cases.  

3. Proposed methodology 

The below figure, discusses steps of the proposed methodology in 

the study: 

 

 
Fig. 1: Steps of the Proposed Methodology. 

3.1. Data collection 

The data required for this process is obtained from freely available 

online legal database “Indian Kanoon.org” website. For the pur-
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pose of this study authors have focused only on cases under in-

formation technology act, of Indian constitution. The data is col-

lected in two column format in which the first column contains the 

cases and the second column contains its citations.  

3.2. Data preprocessing 

The preprocessing of the dataset is done using R tool. The semi-

structured data is pre-processed using the following steps: First, 

unique IDs are given to the cases as well for its citations such as 

the cases which are repeated will have the same id’s. Second, the 

two column dataset is converted a row column format such that 

we will have multiple columns with the citations. Third, the da-

taset is converted into binary matrix such that the cases which are 

cited will have the value 1 or else will have the value 0.  

3.3. Building knowledge model 

After preprocessing, the dataset is reduced to 583 observations and 

2271 variable. To reduce the dimensionality, further filtering on 

number of citation is applied. Clustering commonly refers to 

grouping the objects based on some similarity. The study is done 

using k-means clustering in which the number of clusters required 

is specified. Distance between each data point to the centroid val-

ue is calculated and then the data point put into the respective 

clusters. Basically, k-means clustering method is used to partition 

the entire dataset into k groups [16] and then selects the respective 

cluster center and makes use distance formula to calculate the 

distance between the data. The main issue of  

k means clustering is to choose the value of k. In this study, in 

order to choose the optimal number clusters, a method called the 

elbow method is used. K means clustering is then applied on the 

preprocessed data.  

4. Results and discussion 

Clusters thus obtained by applying the algorithm are evaluated for 

its performance. SS stands for sum of squared distance. Total_SS 

is derived when the sum of squared distance of each data point is 

computed with the centroid value. Instead of computing the global 

mean, we compute the mean of each group (here, two groups are 

there) and then multiply the squared distance of each mean to the 

global mean from which we derive between_SS. The ratio of be-

tween_SS and Total_SS gives us 90.2% (0.902) which indicates a 

good fit of K-means clustering.  

The below figure explains about the results of elbow method used 

in order to assess the optimum value of k. 

 

 
Fig. 2: Finding Optimum Number of K Using Elbow Method. 

 

Based on the results of elbow method K-means clustering algo-

rithm was applied in the data set for k= 3, 4, 5. The below table 

explains about the performance that are obtained for the k-means 

clustering algorithm performed for three, four, five clusters.  

Table 1: Performance of K-Means Clustering 

 
 

As seen in the table the ratio of sum of squares between clusters 

with total sum of squares for obtained cluster confirm the validity 

of groups extracted after analysis.  

To analyze the quality of individual clusters, silhouette values for 

individual values were plotted as shown in the figures.  

 

When k=3 

 

 
Fig. 3: Results of K-Means When K=3. 

 

 

When k=4  

 

 
Fig. 4: Results of K-Means When K=4. 
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When k=5 

 

 
Fig. 5: Results of K-Means when K=5. 

 

Silhouette plot indicates that as number of cluster k is increased 

silhouette values tend to get negative. Best result is shown for 

value of k=3. While clusters with maximum and minimum size are 

less affected by values of k, moderately sized cluster tends to 

show decline in the values. This suggests that the data may contain 

overlapping groups which can be more effectively analyzed using 

fuzzy and rough set approaches.  

5. Conclusion 

Through this study authors have presented their efforts towards 

reducing manual overload of legal professionals in finding similar 

judgments. Results obtained during study justify the approach 

followed though the results can be improved further by using vari-

ations in basic k-means algorithm. Such citation based clustering 

of data for similarity analysis can be used for information retrieval 

in legal databases. Sparse citations in legal judgments poses chal-

lenges regarding the efficacy of the approach, but if citation data is 

augmented with specific legal knowledge, application of cluster-

ing may result into better grouping.  
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