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Abstract 
 

This paper deals with the systematic design of a PID regulators with two degree of freedom 2DOF for a Hybrid vehicle Driving cycle 

based on different variants of the Particle Swarm Optimization (PSO) algorithm. The PID 2DOF problem for the stabilization of the ve-

locity dynamics of the hybrid vehicle are formulated as a constrained optimization problem and solved thanks to improved PSO algo-

rithms. Both PSO algorithm with variable inertia weight (PSO-In), PSO with Constriction factor (PSO-Co), PSO with possibility updat-

ing strategies (PSO-gbest) are proposed. Such variants of the PSO algorithm aim to further improve the exploration and exploitation 

capabilities of such a stochastic algorithm as well as its convergence fastness. All optimized 2DOF PID controllers are then simulated 

within a Matlab Simulink. Demonstrative simulation results are presented, compared and discussed in order to improve the effectiveness 

of the proposed PSO-based 2 DOF controllers for the hybrid Vehicle velocity stabilization. 

 
Keywords: Hybrid Vehicle; Modeling; PID Two Degree of Freedom Control; Driving Cycle; Particle Swarm Optimization; PSO with Constriction Fac-

tor. 

 

1. Introduction 

In recent years, research and developments related to the vehicle 

have attracted much attention. Improvements in the autonomy, 

flexibility, and adaptability of these vehicles have been proposed 

during the thermal phase [1], [2]. The vehicle with hybrid struc-

ture, have shown a growing interest over the last decades [3].  

This vehicle hybrid consists of Electric assembly and thermal with 

a tilting mechanism to toggle between these phase of driving This 

is very useful, compared to others vehicles classical, However, 

these structures design bring its own problems, since the degrada-

tion in stability is usually observed in the thermal phase of driv-

ing,  

The history of hybrid vehicles (HV) dates back to the late 19th 

century [5]. However, because of their limited autonomy, the in-

dustry has further promoted the evolution and use of this new 

vehicle type, taking into account the availability and price of oil. 

Following oil price inflation and taking into account environmen-

tal constraints, a great deal of research has been carried out to 

market a new generation of HVs equipped with cleaner sources of 

renewable energy. Different approaches have been studied to 

model the vehicles in order to increase their autonomy while min-

imizing the fuel consumption of the main source. 

In particular, the two modes of operation of vehicles are the ther-

mal mode corresponding to the heat engine, this is the convention-

al vehicle. The pure electric mode is entirely provided by the elec-

tric motor. 

Thus, a dynamic model of this type of hybrid vehicle is estab-

lished thanks to the Lagrange formalism [6], [7]. We are interested 

in the dynamic modeling of the thermal phase based on the non-

linear model of this system studied obtained around a sub model 

to make the system easy to control. 

Control methods of these nonlinear systems have been received 

much attention and become one of the most important topics in 

this research fields,  

Many control schemes such as PID classical controller [8] , Two-

Degree-of-Freedom PID Controllers have been employed for the 

velocity control and stabilization of different structures of the 

driving vehicle. For a conventional PID regulator structure, there 

are several versions, for example, the serial and parallel structure 

and other structures depending on the degree of freedom. The two 

main objectives of this controller are the follow-up of the Set-

point and the rejection Of the load disturbances. Using the 2DOF 

structure introduces other parameters that need to be defined pre-

cisely. 

The History of regulators is already long and it may be interesting 

to recall some important steps, the first centrifugal type regulators 

appeared around 1750 to regulate the speed of windmills, followed 

in 1788 by the famous speed controller of a steam engine Of 

James Watt [9], [10]. 

As in most existing vehicle control applications, the set-point val-

ue of the controlled variable remains constant (perturbation regu-

lation or rejection) but must be changed. They are mainly interest-

ed in the structure of two degrees of freedom (2-DoF) of PID con-

troller algorithms. 

The PID regulators with two degrees of freedom (2-DOF) include 

a set-point weighting on proportional terms and derivatives. A 2-

DOF PID controller is capable of quickly rejecting disturbances 

without increasing the overshoot to the set-point level. These con-

trollers are also useful for attenuating the influence of variations of 

the reference signal on the control signal. 

http://creativecommons.org/licenses/by/3.0/
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Specific criteria for track order of hybrid vehicles include rising 

and settlement time. It is difficult to simultaneously satisfy these 

two operating conditions using a conventional controller. There-

fore, the structure of the 2-DOF regulator is expected to try to 

meet the objectives, say good regulation and good tracking proper-

ties. This second degree of freedom add is intended to provide 

greater flexibility in the design of the control system [11].  

This control approach is a promising design technique that shows 

many applications in various engineering fields. In [12], V.M. 

Alfaro and R. Villanova, proposed a Model Reference Robust 

Tuning of PID Controllers. PID Control and the new Identification 

and Design Methods proposed by M.A. Johnson [13]. In [14], 

such a 2-DOF PID approach is applied for speed control of DC 

Motor.  

The PID 2DOF control strategy is also widely applied in the clas-

sical and modern vehicle field, due to its control methodology. It 

has been applied successfully to the regulation of disturbance 

rejections, it also remains at a given set-point and the follow-up of 

the controls whose controlled variable is good at monitoring the 

desired value [15]. 

However, such a gains scheduling method of a PID 2DOF control-

ler presents some drawbacks and limitations. Indeed, the supervi-

sor adjusts the PID gains, to be tuned with respect to many inputs 

and outputs variables, the shaping of membership functions, as 

well as the difficult and time-consuming choice of the signals 

scaling factors. Additional control parameters are then introduced 

in this 2DOF PID approach and make difficult and more compli-

cated the tuning of the dynamics and the performance of such 

designed controllers, especially for nonlinear and complex sys-

tems [17].  

Another difficulty lies in the choice of the predefined ranges for 

the proportional, integral, and derivative gains of the PID control-

ler that depend heavily on the controlled system [30, 32] , and the 

set-point weights. As a solution to these drawbacks, we propose in 

this paper the formulation of the 2DOF PID problem as a con-

strained optimization problem and its resolution thanks to an effi-

cient metaheuristics based approach.  

The hard optimization theory, summary in the Particle Swarm 

Optimization (PSO) approach, presents a promising solution for 

this kind of nonlinear control problem. All control parameters of a 

given 2 DOF PID control structure for the studied Thermal phase 

of a hybrid vehicle are tuned and scheduled based on improved 

variants of the conventional PSO algorithm. 

The problem related to the specification of all predefined ranges of 

the PID gains as well as the manual adjustment of the scaling fac-

tors is eliminated by modifying the classical form of PID struc-

tures and replacing them with others easier tuning parameters. 

So, in this document, such a PID 2DOF control strategy is used 

for controlling the velocity of the thermal phase of a hybrid vehi-

cle, as well as the complete modeling of the traction chain also 

presented.  

The remainder of this article is organized as follows. Section 2 

presents the nonlinear mathematical model of the studied driving 

phase based on the Lagrange formalism. In Section 3, we present 

the formulation of the design problem as a constrained optimiza-

tion problem of the 2DOF PID controller and provide the calculat-

ed control laws. Section 4 describes the demonstrative simulations 

that are performed to validate the proposed control approach and 

demonstrates the proposed variants of the PSO algorithm for re-

solving such an optimization problem. Finally, the conclusions are 

drawn from section 5 

2. Vehicle hybrid modeling 

2.1. System model 

The model of the thermal phase of the hybrid vehicle is a rigid 

body , in this model Let us consider an Internal Combustion En-

gine powered Vehicle (ICEV) and let us make the hypothesis is 

that it is possible to measure the speed v(t) of the vehicle during a 

trip. 

Using the fundamental principle of dynamics that is written: 

 

M a F
 

                                                                                       (1) 

 

Where a


 is the vehicle acceleration , F


 the sum of streaks forces 

on the vehicle. we notice 
x

F


the tractive force abandoned the 

wheels supplied by the motor and 
ext

F


 all external forces.  

So the main resistance forces are the aerodynamic force 
A

F


, roll-

ing resistance 
R

F


and the force of gravity 
G

F


. In Figure 1, they are 

shown by their standards denoted respectively ,
A R

F F  et 
G

F  and 

their directions shown by the arrows. In the case of a rise with an 

angle  , all those forces opposed to the direction of movement of 

the vehicle. The tractive force 
x

F


 is itself in the direction of path 

And each can be expressed as the follows,  

Aerodynamic Force is calculated as  

 

21

2
A x r

F SC v                                                                               (2) 

 

 
Fig. 1: Vehicle Mechanical Structure Configuration. 

 

Rolling Resistance force is formulates using  

 

R g R
F M C                                                                                     (3) 

 

The gravity force using  

 

sin( )
G

F Mg                                                                                (4) 

 

With S, the frontal surface of the vehicle, 
x

C , the aerodynamic 

drag coefficient ,
R

C  the rolling resistance coefficient , g , the 

gravity acceleration and  , the road slope angle 

2.2. Force of the tires provided by the engine 

The conventional vehicle is only equipped with a conventional 

combustion engine running on gasoline. the mechanical braking 

device is loading slow the vehicle during braking. 

The torque engine 
e

T  at the output of the motor shaft is delivered 

to the input of the gearbox via the clutch. Considering
e

I the en-

gine rotational inertia,
e

w  the acceleration angular of engine, 

So, the torque to the output of the clutch is: 

 

e
c e e

T T I w                                                                                  (5) 

 

At the output of the gearbox, the torque engine at the input is am-

plified by the gear ratio, then we noted  

 

e
d c t t

T  = (T - )NI                                                                              (6) 
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Where 

t
N  the value of the transmission ratio of the box and 

t
I  

the rotational inertia of the transmission. 

At the same principle ,the torque 
a

T  is needed to turn the wheels 

and providing the transmission of force: 

 

d
a d d

T  = (T - )
f

I N                                                                           (7) 

 

Where 
d

I is the rotational inertia of the drive shaft, dW  the angular 

acceleration and 
f

N  the differential gear ratio. 

Finally combining all the above equations, the torque supplied by 

the engine through the transmission and given by: 

 
.

e
a e e t
 = ((T  - (  + ) ) )

t d d f
I I N I N                                                   (8) 

 

In the existence of the braking torque, the actual torque 


 created 

by this equation: 

 

x a b
rF I w T T


                                                                     (9) 

 

We conclude, the tractive force to the wheels delivered by the 

combustion engine can be written as: 

 

  2 21/
x e et d f b

F r T N I N I N w T                                        (10) 

2.3. Equation of movement 

The tractive force is knowing 
x

F  provided by the engine and the 

different forces opposing the motion of the vehicle, using the fun-

damental principle of dynamics, so, we get the equation of motion 

of the vehicle approximated by the equation:  

 
.

x R A G
M F F F F                                                                     (11) 

 

With the absence of longitudinal sliding, the angular velocity of 

the wheel is given by the equation following: 

 

rw                                                                                         (12) 

 

Where r  is the wheel radius, and w


 is the angular velocity of 

the wheel. 

In conclude therefore the final equation of motion of the vehicle: 

 

 2 2

2

/
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So we note: 
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Finally we find: 
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Where 

 

 2

d d f
I I N I

 
   

 

The longitudinal modeling of the vehicle and therefore described 

by the following system of equations: 
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Where:  

 

 20.5 sin
g R X g

H M C SC M


     

3. Control design strategy 

3.1. Proposed 2-DOF PID control structure 

Since the hybrid vehicle model thermal phase is strongly coupled 

and nonlinear, the proposed PID 2DOF control system is a multi-

objective problem. A general form of the 2DOF PID controller is 

shown in Figure 2, where the controller consists of two compensa-

tors 
1
( )A s  and 

2
( )A s . 

 

Thermal Phase of  Hybrid Vehicle

Dynamic model

1 ( )A S

2 ( )A S

u y

r

A(S)

 
Fig. 2: 2DOF PID Controller Structure of Hybrid Vehicle. 

 

Since the controller PID 2DOF is a controller with two inputs, an 

output of the form ( )A s ,as shown in the following figure. The 

transfer function of each input to the output is itself a PID control-

ler. This allows us to introduce the following equations which are 

used to control the speed of our vehicle can be written respectively 

as:  

 

 1 1 2
( ) ( / ) ( / 1)

p i d f
A s c K K s c K T                                            (18) 

 

 2
( ) / / 1

i d f
A s Kp K s K T                                                      (19) 

 

Where 
p

K ,
i

K  ,
d

K  are respectively the controller gain, the inte-

gral time constant and the derivative time, constant, 
1

c  and 
2

c  the 

set-point weights, and 
f

T  the derivative filter constant 

The relationship between the two inputs ( r and y ) and the output 

( u ) of the 2DOF PID controller can be represented in a parallel 

manner. The two forms are different, one can therefore express the 

proportional, integral and derivative actions of the controller, 

 The Independent gains or "parallel" 2DOF PID control algorithm 

is expressed by the equation follows: 

 

 1 2
( ) / ( ) / 1

p i d f
u K c r y K s r y K s T c r y                            (20) 

 

Where, u  is the Manipulated variable, y is the controlled variable 

or output, and r  is the set-point.  

3.2. Proposed optimization problem formulation 

As described above, the tuning parameters of the proposed 2 DOF 

PID controllers for the Thermal phase of hybrid vehicle driving 

cycle are the input and output scaling factors 
p

K ,
i

K  ,
d

K  and the 

set-point weights 
1

c  and 
2

c . 

These design parameters present the decision variables of the fol-

lowing objective optimization problem, which is formulated under 

various operational constraints of the Thermal phase: 
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:

max( ) 0

minimise f (x)
i

x = (k , k , k ,c ,c )p 1 2i d

subject to

g x v v 








  

                                                            (21) 

 

Where 15

i
f :   are the cost functions, 

 15

min max
,s x x x x


     the bounded search space of the deci-

sion variables, 15

j
g :   are the problem inequality constraints. 

The terms 
v
 denote the overshoots of the controlled velocity and 

max

v
  is pre-specified maximum value.  

The cost functions of problem (21) are chosen, for each controlled 

variable v , as the Absolute Error (IAE) criteria , defined with the 

generic form as follows: 

 

 
0

( ) | ( , ) | ,
i i

f x e x t dt i v


                                                           (22) 

 

Where ( , )
i

e x t is the error signals between the reference and plant 

output taken on the step responses of the velocity v  To deal with 

constraints of problem (23), several techniques have been pro-

posed.  

One useful approach is by augmenting the cost function with pen-

alties. 

 

 
2

1

( ) ( ) max
ncom

j i
j

x f x 0, g (x)


                                                 (26) 

 

Where 
j

  is a prescribed scaling penalty parameters and 
com

n is 

the number of problem constraints. 

3.3. Proposed particle swarm optimization algorithms 

3.3.1. Overview 

The PSO metaheuristic is an evolutionary computation method 

developed by J. Kennedy and R.C. Eberhart [20]. This advanced 

global technique is inspired by the swarming behavior of biologi-

cal populations [21]. In comparison with an others methods of 

metaheuristics, this optimization technique it is a simple concept, 

it is computationally efficient algorithm and easy to implement. 

The convergence and parameters selection of this algorithm are 

proved [22]. PSO theory has been enormously successful in vari-

ous industrial domains, but more significantly in control and op-

timal engineering design as shown in [21], [22]. 

3.3.2. Canonical PSO algorithm 

The basic PSO algorithm uses a swarm consisting of numbers of 

particles np , 1 2. ., , ,..., npi e x x x  randomly distributed in the consid-

ered initial search space, to find an optimal solution of a generic 

optimization problem. Each particle, as a potential solution, is 

characterized by a position and a velocity given by 
1 2 ,: ( , ,...., )i i i i d T

k k k k
x x x x and 1 2 ,: ( , ,...., )i i i i d T

k k k k
v v v v  

At each algorithm iteration, the ith particle position, d

i
x   

evolves based on the following update rules: 

 

1 1

i i i

k k k
x x v

 
                                                                                (24) 

 

1 1 1, 2 2,
( ) ( )i i i i i i g i

k k k k k k k k
v wv c r p x c r p x


                                           (25) 

 

where w  is the inertia factor, 
1

c  and 
1

c  are the cognitive and the 

social scaling factors respectively, 
1,

i

k
r  and 

2,

i

k
r  are random num-

bers uniformly distributed in the interval 0,1 , i

k
p  is the best pre-

viously obtained position of the ith particle and g

k
p  is the best 

obtained position in the entire swarm at the current iteration k .  

Hence, the principle of a particle motion in the swarm is graph-

ically shown in Fig 3 for a two dimensional design space. 

 

 
Fig. 3: Particle’s Position and Velocity Update. 

 

A one particle can be leave the search space initially defined dur-

ing the motion of the swarm. So, it is should define constraints on 

the problem decision variables, given as the following equation  

 
,

min min max
, ( , , ) 1, 1, 1,i i j i

k p
x x x i j k n d k                                        (26) 

3.3.3. PSO algorithm with inertia weight decreasing: PSO-In 

In order to improve the exploration and exploitation of the capaci-

ties of the algorithm PSO, the inertia factor of the well-known 

PSO-In algorithm presents a linear evolution with respect to the 

iterations as given for the following equation 

 

1 max max min max
( ) /

k
w w w w k k


                                                       (27) 

 

Where 
max

0,9w   and 
min

0.4w   are represent the maximum and 

the minimum inertia factor values, respectively, 
max

k  is the maxi-

mum iteration number.  

3.3.4. PSO algorithm with constriction factor: PSO-Co 

In order to ensure the PSO algorithm convergence, M. Clerc intro-

duced as a new concept of the constriction factor [22]. The veloci-

ty update equation of the algorithm PSO with Constriction factor 

(PSO-Co) algorithm becomes as follows: 

 

1 1 1, 2 2,
{ ( ) ( )}i i i i i i g i

k k k k k k k k
v v c r p x c r p x


                                        (28) 

 

Where   the constant is known as the constriction factor, and is 

given as follows  

 
2

1 2
2 / 2 4 , c c                                                         (29) 

 

In [21], the authors recommended the value 4.1 for the term 

1 2
c c   , which leads to 0.7289   , and 

1 2
2.05c c   . Then the 

authors are showed that a stable convergence of the algorithm 

PSO-Co is guaranteed if 4  . 

3.3.5. PSO algorithm with possibility updating strategies: 

PSO-gbest 

This variant of the algorithm PSO is known as perturbed PSO-

gbest, is introduced by Z. Xinchao [18]. It is based on the per-

turbed gbest updating of a new strategy, which is based on the new 

concept of possibility measure to model the lack of information 

about the true optimality of the gbest [18, 19]. This new possibil-

ity of updating strategy is characterized by a normal distribution of 

the global best position as follows: 
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( , )g g

k k
p p                                                                               (30) 

 

Where ( )k   represents the degree of uncertainty about the 

optimality of the gbest g

k
p . 

In the literature, it has three models have been proposed for such a 

possibility updating [18]. The min-max (PSO-gbest 1), linear 

(PSO-gbest 2) and the algorithm random (PSO-gbest 3) models 

are given in Eq. (31), Eq. (32) and Eq. (33), respectively: 

 

 1 max max
( ) ,

gbest
k k k                                                               (31) 

 

2 max max max min
( ) ( 1) / ( )

gbest
k k k   


                                              (32) 

 

3 min max min
( ) (0,1)( )

gbest
k    


                                                     (33) 

 

Where
max

 , 
min

 and  are manually fixed parameters, 

Consequently, the trajectory of each particle is updated according 

to its own flying experience is given by the equation (28). 

4. Control design strategies 

The control objectives of such a thermal phase of hybrid vehicle, 

whose physical parameters are given in Table 1, are the closed-

loop stabilization of its velocity  

 
Table 1: Control Parameters of the PSO Algorithms 

Parameters  Values 

Dimension of search space 15d   

Population size 30np   

Number of generations  max
100k   

Cognitive coefficient  1
0.5c   

Social coefficient  2
0.5c   

Inertia weight  0.9w   

 
Table 2: Model Parameters of the Thermal Phase Vehicle 

Parameters Description Values 

m   Mass of vehicle 1269 kg  

r  Tire radius 0.269 m  

et
I  Motor inertia 0.2630 m  

d
I  Inertia Drive 

30.115 .kg m  

w
I  Inertia of wheel 

32.8 .kg m  

X
SC  Aerodynamic 0.725  

  Air density 1.205  

R
C  Rolling resistance 0.020  

  box report 
1

3.72R 
 

g  Acceleration of the gravity  
29.81 /m s  

 

The inputs of the model are the setpoint, the gearbox and the 

torque engine. 

 

 
Fig. 4: NEDC Drive Cycle. 

 

 
Fig. 5: The Gearbox. 

 

Since the PSO metaheuristic is stochastic and non reproducible, all 

proposed PSO, PSO-In, PSO-Co and PSO-gbest algorithms are 

run over 30 independent times and the obtained statistical results 

are summarized in Table III. We denote by Best, Mean, Worst and 

STD the best, average, worst and standard deviation results, re-

spectively. The CPU computation time for each optimization ex-

periment is also given  

 
Table 3: Optimization Results Over 30 Runs of Problem. 

Algorithms Best Mean Mean STD 

PSO  0.01403 0.01436 0.01490 3.540e-04 

PSO Co  0.01404 0.01421 0.01432 9.880e-05 

PSO In  0.01370 0.01419 0.01472 3.631e-04 

1PSO gbest  0.01440 0.01476 0.01497 1.816e-04 

2PSO gbest  0.011479 0.01541 0.01616 5.551e-04 

2PSO gbest  0.01538 0.01577 0.01606 3.140e-04 

 

This result shows the superiority in terms of exploration and ex-

ploitation capabilities, solutions quality and fastness convergence 

of the PSO variants. 

All proposed PSO algorithms produce 2DOF PID controllers that 

stabilize the velocity dynamics of the thermal phase of a hybrid 

vehicle as shown in Figure 5, 

 

 
Fig. 6: The Position of Hybrid Vehicle. 
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Fig. 7: Velocity of Hybrid Vehicle. 

 

 
Fig. 8: The Acceleration of Hybrid Vehicle. 

 

The simulation results of Fig. 5, 6 and Fig. 7 show the controlled 

position, velocity and acceleration dynamics as well as the thermal 

phase of hybrid vehicle powertrain control inputs. High perfor-

mances in transient response and steady-state precision are guar-

anteed. The main purpose of such a controller is the follow-up of a 

NEDC Drive Cycle of hybrid vehicle and the rejection of disturb-

ances, in our case a simulation carried out PID 2-DOF controller.  

 Analysis and simulation results show that the new approach with 

PID 2-DOF Based in PSO-gbest control has wide-ranging results 

and performance. It is clear that the system with PSO-gbest3 is 

efficient because it has a much lower overrun and good rejection 

of load perturbation with a minimum Stabilization time. 

5. Conclusion 

In this paper , an optimization based approach for simulated and 

design of a PID 2DOF controller is proposed and successfully 

applied for the velocity stabilization of a thermal phase of hybrid 

vehicle. The 2DOF PID problem for the established nonlinear 

model of hybrid vehicle is formulated as a constrained 

optimization problem and solved thanks to the proposed variants 

of the PSO algorithm. such advanced variants of the PSO 

algorithm, with variable inertia weight (PSO-In), with constriction 

factor (PSO-Co), and with possibility updating of the new 

strategies ( PSO-gbest), showed superiority, exploration and 

exploitation capabilities and convergence fastness of the proposed 

control strategy. This new design of PID 2-DOF controller is 

designed for the stabilization of the velocity of the hybrid vehicle. 

 All obtained results show the effectiveness of the proposed 

control PID 2-DOF methodology and make easy the practical real-

world implementation of the designed driving controllers . 
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