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Abstract 

 

This paper presents an overview of support vector machines (SVM) as one of the most promising intelligent techniques 

for data analysis found in the published literature, as theoretical approaches and sophisticated applications developed 

for various research areas and problem domains. This work is an attempt to provide a survey of the applications of SVM 

for oil and gas exploration to professionals, researchers and academics involved with the hydrocarbons industry. The 

applications of SVM have been grouped and summarized in the different areas of the exploration phase, which can be 

used as a guide to assess the effectiveness of SVM over other data mining algorithms. It also provides a better 

understanding of the various applications that have been developed for an area that offers a glimpse of innovative 

applications in other domains of the industry. 
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1 Introduction 

The exploration phase plays an important role in the industry of oil and natural gas. If successful, it will trigger all other 

phases: production, refining, etc. 

It is widely known that there are a wide number of limitations in the traditional engineering methods, which are 

typically called knowledge-oriented, that is, depending greatly on the degree of the practitioner’s knowledge. Unlike the 

above methods, the technique of data mining and especially machine learning, which are considered data-oriented, face 

a lot of data and never overlook any phenomenon of character that is unimportant, discovering hidden patterns and 

relationships in order to create successful predictive models. Data mining is an emerging domain that is based on 

analysis of historical data in order to ensure that the amount of available data is directly proportional to the quality of 

knowledge, derived from these data. 

For the hydrocarbon industry, its problems are too complex to rely only in one discipline to solve them in the most 

effective way, which is why multidisciplinary approaches in this industry are becoming more frequent. Staying in the 

classical disciplines, such as the characterization of oil and gas reservoirs, geology, geophysics, geochemistry and 

drilling, as currently happens,  will not lead to properly manage data of heterogeneous nature, already existing in the 

exploratory phase of oil and gas. 

Since the prediction based on insufficient training samples produced unsatisfactory results, Vapnik et al., [55] in the 

decade of the 90s, proposed the algorithm SVM, which is based on the VC dimension theory of statistical learning and 

the principle of structural risk minimization. The VC dimension is a measure of the ability of statistical classification 

algorithms, defined as the cardinality of the largest set of points that the algorithm can separate. 

The SVM has generated great expectations in recent years as they have been successful when used in classification 

problems, regression and forecasting, as they include aspects and techniques from machine learning, statistics, 

functional analysis and convex optimization. Aside from having a strong adaptability, global optimization, and a good 

generalization performance, the SVMs are suitable for classification of small samples of data.  

Therefore, in this document, the application of the SVM is proposed to improve predictive indicator level, which results 

————————------------------------------------------------------------------------------------------------------------------------------------------------------------------- 
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in economic terms as a savings of several million dollars for the oil industry, specifically in the exploration phase, it 

increases the likelihood that the exploratory well penetrates a producing formation, indicating that the drilling program 

was successful. 

Globally, the application of these techniques in the E&P has come a long way since the first articles began appearing in 

SPE conferences in early 1990s. From October 30, 2011, the technical section "Data for Action (D2A)", is dedicated to 

this technology and its advancement. This section was opened at the Annual Technical Conference of the SPE in 

Denver, USA. 

The remainder of the article is organized as follows: the theoretical framework is developed on SVM and hydrocarbon 

exploration. Below there is a review of the literature and applications developed around the SVM classifier and 

predictor for the areas of E&P with a strong emphasis on the exploratory phase. The conclusions and references are to 

be found at the end of the present document. 

 

2 Theoretical framework 

SVMs are new discriminating techniques in the theory of the statistical training. For the data processing specialists, the 

SVM is a linear classificator with broad margin in a space with core. For the statisticians, the SVM is a nonparametric 

estimator. 

SVMs are algorithms based on the three following mathematical principles: 

 

 Principle of Fermat (1638) 

 Principle of Lagrange (1788) 

 Principle of Kuhn-Tucker (1951) 

 

2.1   Classification SVM (SVC) 
 

The theoretical foundation of the SVM is based on statistical learning theory developed by Vapnik et al, in the late 70s. 

The SVM model, as it is known today was introduced in the 90s by Vapnik, Boser, Guyon and Cortes, [3] allowing the 

transition from the theoretical formulation to actual applications of pattern recognition, proving to be a great 

performance when results were far superior to artificial neural networks (ANN) in handwriting recognition, using pixels 

as input, it was introduced as a powerful tool to solve classification problems in the disciplines of machine learning and 

data mining.  

To understand the essence of SVM classification and hence the prediction, only need to understand four basic concepts: 

(i) the separation hyperplane, (ii) the maximum margin hyperplane, (iii) the soft margin and (iv) kernel function.  

 

 
Fig.1: Maximizing the margin of separation 

 

When data cannot be separated linearly, we have to make a change in the space through a mathematical function that 

transforms the data, so it can be achieved. This function is the kernel, which transforms input data to a multidimensional 

space (Hilbert´s space) where the problem is solved. Finally, the mapping is returned to the original space and the 

classification is not linear in the input space. The kernel functions may be linear or nonlinear. 
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Most kernel methods for classification are based in the generalization of the hyperplane classifier to nonlinear cases. 

[46] The hyperplane binary classifier is a classification technique that finds the best hyperplane that separates the two 

distinct points in an n-dimensional space. The best separating hyperplane defines a classifier which separates the points 

of the two classes with more generalization, it’s being understood that the greater generalization is obtained with the 

hyperplane that remains further away from the separating point sets. This distance is called the margin separating 

hyperplane.  More formally, given a training sample (  ,   ), i =1,...,N 

where    ∈      and    ∈  {−1,1} (class label point), it can be solved:  

 

min  τ(w, b)   =         

 

w ∈    , b ∈            with 

                ≥   1,       i=1,…,N                                                                                                                                  (1) 

 
where τ is the function to be minimized with respect to the coefficient vector w and the constant b, defining the 

hyperplane that separates the classes with the same greater distance (i.e., with maximum margin). It is possible that this 

problem has no solution (i.e., that there is no separating hyperplane for a given set of points), so the condition is relaxed 

allowing some misclassification of points, leaving the problem as: 

 

min  τ(w, b, ξ)   =          + C  ξ
 

 
    

 

w ∈    , b,  ξ
 
 ∈            with   

 

 ξ
 
  ≥   0                                         

 

                 ≥  1-ξ
 
 ,     i=1,…,N                                                                                                                              (2) 

 
where, regarding the problem in Equation 1, we introduce slack variables   ,  i =1,...,N and the parameter C >0.  C is 

the penalty factor (also called the regularization parameter), defined as a compromise between the empirical risk and 

confidence, to achieve risk minimization optimization, while ξ s the relaxation factor, which reflects the classification 

error of the sample. 

This is an optimization problem solvable with quadratic programming using the method of Lagrange multipliers. 

Applying this method, we obtain the dual problem as:  

 

max J(α)=  α 
 
    -      α    α  

  

    (        , 

α  ∈        with   

 α 
 
                                                                                                                                                                              (3) 

                                                        

 α ∈             i=1,….,N 

 
where    is the Lagrange multiplier associated with the input space (        . Solving this problem the classifier can be 

formulated as: 

 
f(x)  =   α             

                                                                                                                                                    (4) 

                                               
where x is the entry point to be classified. As it is seen, everything is formulated in terms of scalar products of the input 

vectors. Remarkably, only the entry points that are on the margin have    >0 so that the rest can be ignored in the final 

model.  

The SVM is based on making it to define a kernel function  k(  ,  ) = (Φ(  ),Φ(  ))  where Φ is a function that maps the 

points of the input space to a feature space of higher dimensionality which is defined in the hyperplane [40]. This 

process is called Kernel Trick. The mapping Φ need not be explicitly defined, as it can be used as any kernel function k 

that fulfills Mercer's theorem [46].  

 

A function k(u,v) satisfies Mercer's theorem if for every square integrable function g:  

 

       
   

g   g   dudv                                                                                                                                                                   (5) 
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Fig.2:  Transformation by a kernel to a high dimensional space  to achieve separable classes 

 

Examples of functions that meet this kernel are called linear (eq.6), polynomial (eq.7) and Gaussian (eq.8) (normally 

used as RBF): 

 

k(  ,  )=                                                                                                                                                                            (6) 

 

k(  ,  )=           
 

, d ∈ ℕ                                                                                                                                            (7) 

 

k(  ,  )=exp  
 

         
 
                                                                                                                                              (8) 

 

also be implemented as:  

 

k(  ,  )=exp          
 
                                                                                                                                                 (9) 

                                         
ʎ parameter plays an important role in the performance of the kernel. It is notable that some kernel functions used in the 

literature do not fulfill Mercer's theorem, as the sigmoid kernel (known also as MLP, because of its similarity to the 

Multi-layer neural networks Perceptron (MLP) with signoide activation function):  

 

k       =tanh   
                                                                                                                                                                                                             (10) 

. 

2.2   Regression SVM (SVR) 
 

The SVM for regression (SVR) are a modification of a model for classification. Given a set of samples of a function 

{(  ,  ),...,(  ,  )} ⊂    ×  , where   is a set in which there is defined a dot product operation between their elements, 

regression technique ε-SVR looks for a function f(x) as smooth as possible and whose values differ from each actual 

output    no more than ε for all     ∈   (this is known as the error function ε-insensitive ).  
 

The function      is defined as:  

 

                    ∈      ∈                        (11)  

 

As in the case of SVC, the problem may be not resolvable, so that a greater amount of error ε to be tolerated. 

Introducing slack variables      
 : 

 

τ      
 
  

 
  

 ∈          
  ∈ 

   
 

 

 
         

 
  

 
   

                                                                                                        (12) 

subject to: 

              ε   
 
 

               ε   
 
  

  
 
  

 
   ,            
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Fig.3:  The soft margin lost setting for linear SVR.   is positive slack variable for measurements above and below the    tube 

 

The constant C>0 represents a compromise between the smoothness and the number of errors greater than ε function. 

As in the case of the SVM for classification, is an optimization problem solvable quadratic programming using the 

method of Lagrange multipliers. Passing the dual problem is to solve it only remains to find Lagrange multipliers    and 

coefficient b. The solution (13) is written in terms of the   ,   
  and b, as well as scalar products that can be replaced by 

a kernel function k.  

 

The regression function is:  

 

       α  α 
         

 
                          (13) 

 

The major disadvantages of SVR against the SVC are: 

  

 The introduction of an additional parameter ε.  

 The calculation twice Lagrange multipliers (  ,   
 , ie, 2 for each   ).  

 Not dispersed the resulting models, i.e., all points are used in the model training.  

 

Despite its serious disadvantages compared to SVC (and, as will be seen, and other techniques for kernel regression), 

the SVR has been successfully employed in some work for time series modeling, for example, predicting loads of 

electrical networks, [37] or financial series. [52] Nowadays, it is less used taking into account that the LS-SVR gets 

better results with less computational complexity.                   

 

2.3   Optimization of parameters for classification and regression 
 

In the field of pattern recognition and more specifically in its classification; in recent years, SVM has become a 

machine-learning algorithm with greater relevance than other very popular ones like K-th nearest neighbor (KNN), 

artificial neural networks (ANN) and classification trees (CART), since its mathematical apparatus is based on very 

solid foundations [55] that make having multiple advantages over other techniques mentioned.  [58], [42]  

However, Lin et al. in 2003, presents the possibility of perspective, making SVM become the main method of 

classification (according KDNuggets 2002 Poll, neural networks and classification trees remain as major tools) arguing 

that the SVM problem was very likely caused by the misuse due to the lack of knowledge of the methodology. What 

usually unsuspecting users are doing is [http://www.kernel-machines.org] converting information to classify some 

applicative SVM format regardless available in most cases implications format, scaling, etc, and then treat with 

parameter values randomly and indiscriminately kernels without validation and without knowing in advance that the 

default settings in these programs are surprisingly important and the fact is that many users get results and 

generalization error values unsatisfactory. 
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Table 1 Compilation of some related works on SVM model hyper-parameters 

 
The minimum that is expected from the user according to Lin et al, is to scale the data for validation and training, 

consider the kernel RBF (Radial Basis Function) and find appropriate values for C and    (or ʎ). Now the finding of 

appropriate values is sometimes not an easy task, not to mention that the aim is not to find appropriate values but the 

best values for a given case. In general terms the Gaussian radial basis function (RBF) can show the best performance in 

most experiments. But in 2007, Chih-Jen Lin, who developed LIBSVM, maintained the view that linear kernel function 

is the optimal kernel function. However, this view needs more research to prove it. 

To date, the hyper parameters selection techniques (the most popular is the Grid Search method) or the selection of the 

model as it is also called, are shown in Table 1, classified by the kernel, the search method and the objective function. 

 

2.4   Hydrocarbon Exploration  
 

Exploration is the term used in the oil and gas industry to designate the search and recognition of structural or 

stratigraphic traps where hydrocarbons may have accumulated. The methods used are varied: from the geological study 

of the rock formations that are flourishing in the observation surface to indirectly through various tools and techniques 

of exploration. One of the tools used in this stage are the maps. There are outcrops maps (showing the rocks on the 

surface), topographic maps and maps of the subsoil. 

 

 
Fig. 4:  Seismic reflection 

 

The latter may be the most important because they show the geometry and position of a layer of rock in the subsoil, and 

are generated by seismic reflection, which is cause by a power source with explosives buried in the ground, -usually 3 

to 9 m. deep- or vibrating trucks -these involve a significant reduction in the environmental impact- a front elastic 

waves travelling through the ground and are reflected at interfaces of the different layers. The surface is covered with an 

area of high sensitivity such devices also called "geophones" which are joined together and connected by cables to a 

receiving station. The waves produced by the explosion pass through the groundwater and return to the surface. The 

geophones capture and send those waves to the seismograph, where by special computer equipment, plotting goes 

underground. It can measure the time between the moment of the explosion and the arrival of the reflected waves, 

thereby being able to determine the position of the layers and depth, describing the location of the anticlines favourable 

for the accumulation of oil and gas. The final product is a representation of the subsoil, either two-dimensional (2D) or 

three dimensions (3D). 

Moreover, the aeromagnetometry and gravimetry, two tools that are used in the early stages of the exploration and for 

determining the thickness of the sediment layer. Another technique is the geochemistry of the surface consisting of the 

detection of hydrocarbons in the subsurface accumulated through the measurement of the gas concentrated in the soil 

samples. 
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Fig 5:  Domain area of hydrocarbon exploration 

 

With the information collected, specialists produce different types of maps of the area examined. Provided information 

about the thickness, inclination, direction and nature of the strata,  not only is useful to decide where to drill exploratory 

wells, but also to confirm the geological model, and most importantly, the existence of hydrocarbons in these structures. 

If exploration is successful and has made it through by a commercial discovery with a well, work began bounding the 

deposit discovered with the drilling of other wells, to perform after the evaluation of reserves. In oil exploration results 

are not always positive. Often wells are dry or water producers, causing losses of several million dollars, so this activity 

is considered a high risk investment.  

 

3 Literature Review  

Vapnik [56] proposed the SVM as a classification method that combines the use of the computer with the theoretical 

argument. These features are provided with a great reputation and have promoted their implementation in different areas 

(facial recognition, OCR, bioinformatics, text mining, time series, etc.). [23], [55] 

Since the intelligent learning process of a machine has a number of limitations, SVM has become the most popular 

technique for data mining at the address offset bias or bias variance [20], the capacity control [22] and the data 

separation problems in the training samples. The advantage of SVM is that it can be used specifically to mitigate the 

problems of overfitting and underfitting. Generally, overfitting refers to blindly trust the knowledge base of a machine, 

while the low setting refers basically iterative access to a part of the knowledge base to make predictions. [44] With 

respect to support vector machines (SVM), are successfully overcome the limits of machine learning (machine learning) 

to improve the overall performance of pattern recognition learning. [4] 

Due to its unique characteristics and appropriate, the SVM are growing in acceptance in the hydrocarbon industry. 

These are used individually or in combination with other intelligent techniques. Using kernels, it is possible to 

implicitly map the characteristics of the areas of high dimensional functions. The selection of kernel parameters in SVM 

is an important point for researchers. [48], [33], [7], [12] For example, Yao et al., Simulated kernels and successfully 

applied to a problem kernel of polynomial prediction hydrocarbons. 

Application of kernel Fisher discriminant for predicting oil and gas, with the emergence of SVM gave good results. [62] 

The following year, SVM method was applied for the identification of sedimentary facies. [63] The results also showed 

that SVM in the case of small samples, accuracy is better than neural networks. 

The expansion characteristics SVM training set by the linear SVM and the calculation of new weights characteristics. It 

is logical to conclude that the features with small weights are ignored. Yao et Al., in the first phase, collected data from 

reservoirs with low and high productivity [63], [5] and put this information to test using fuzzy math, back propagation 

neural networks and self-organizing maps, the second phase, these data were tested with SVM. The results were 

compared and found it more reliable to use SVM. [64] Two feature classification algorithms: Relief-F [29] and SVM-

RFE [21] were used for the evaluation of complex formations. Later, Yao et Al, tried again using support vector 

machines to convert nonlinear problems in linear problems in new function spaces. For example, they found that if all 

the features of the function f         be extended to f                     , the problem becomes in a linear 
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classification problem in a new feature space. Although the radial basis function (RBF) and polynomial methods are 

used for expansion feature, SVM is used for feature selection. Inappropriate features are removed in space. An 

algorithm for recursive feature elimination (RFE) was developed, which trains linear SVMs and calculates the weights 

of different features. The functions that correspond to the smallest weights are removed and the process continues 

iteratively until none remain significant feature. In terms of results, the method has been compared with two artificial 

intelligence techniques and SVM. [65] With the regression modeling support vector machines [50], Kok Wai Wang et 

al., applied Lagrange multiplier to the analysis of well logs (well logging) to address the problem of reservoir 

characterization. His application was formulated as a convex programming problem basic to generate an objective 

function, linked to a list of restrictions. In large databases, the model worked reasonably well. [68] 

In another area, [35] SVM was used for developing linear and nonlinear models of solubility in electrolytes and non-

electrolytes. The SVM and a heuristic method were combined to predict the solubility of hydrocarbons in electrolytes. 

This method determined the suitability of SVM models under real-time conditions, using data that were not pre-

processed. The SVM were used in combination with radial basis functions, fuzzy neural interface systems and 

perceptrons coercive. 

The seismic attribute selection is critical in the use of post-stack seismic data for the prediction of hydrocarbons. 

Presently, the seismic characteristics are broad and diverse and this aim in different ways [6], for the prediction of a 

gas-bearing reservoir (formation or interval containing gas, either dissolved in the formation fluid as free gas) proposed 

a new set of seismic attributes: seismic impressions, which enable you to find the cepstral coefficients of the prediction 

center. The essential contribution of Jun-Xing Cao, the selection is optimized and the subsequent use of SVM for 

predicting reservoir. 

Regarding the elimination of signal noise in seismic prospecting can be considered a problem when applying the 

regression function [2]. The LS-SVR (support vector regression least squares) is based on the Ricker waved kernel, 

which is applied to remove noise from seismic exploration data. To adapt LS-SVR, so to correct the seismic data, the 

parameters include the kernel parameter wavy Ricker,   and the regularization parameter, γ, are automatically selected 

according to the characteristics of the data set in the window.   

 

4 SVM based Implementations   

This section is a review of papers in which the SVM method, were used for hydrocarbon exploration. In each study 

case, if it is possible, the results were contrasted with other methods to verify the effectiveness of the SVMs. 

 

4.1   Discriminating hydrocarbons using C-SVM in the Exploration  
 

Quanhai Wang and Fang Miao [39],  make a theoretical review of the cases of linearity and nonlinearity with SVM and 

assert that compared with another pattern-recognition technique based on neural networks, SVM is provided a perfect 

mathematical foundation. They use a nonlinear SVM algorithm based on the radial basis function (RBF) so as to 

recognize use of oil and gas in the upper part of the Yanghsinian Series carbonate reservoir in Guan YinChang, Si 

Chuan province. 

The result of the experiment showed that the technique based on the star schema to display the attributes of the well, 

give a good predictive level. Not only can the linear classifier properly address the problem, but also the nonlinear 

classifier can be successful using a kernel function. Many simulation results show that the algorithm classification C-

SVM has a good predictive capability. However, how to construct the kernel function and its parameters in applications 

is critical, and how to choose data attribute is a research topic with practical value and theoretical significance, 

especially for different areas. 

 

4.2   Comparing against three classifiers SVM used in Data Mining for E&P 
 

Shi Guangren, [45] briefly reviews four classifiers: MRA, BAYD, BPNN and SVM, where MRA is a linear function 

while BAYD, BPNN and SVM are nonlinear functions. Because BAYD, MRA, and SVM are explicit, they can be 

concretely expressed as mathematical formulas in despite of BPNN, since it is implicit. An important contribution of the 

author is that it has responded to the question: What is the most applicable classifier for a specific application? It was 

answered in two case studies, using the same known parameters which share the same unknown to be predicted: 1) 

evaluation of the quality of the trap of Northern Kuqa Depression of the Tarim Basin in western China, and 2) the 

identification of oil anticlinal structure Xiefengqiao Jianghan Basin in central China. 
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Table 2 Comparison between applications of MRA, BAYD, BPNN, and SVM to Trap Quality Evaluation in the Northern Kuqa Depression of the 

Tarim Basin in Western China 

 
 

Case 1 shows that the results of BAYD, BPNN and SVM are same and can have zero residuals, while MRA has 

unallowable residuals; but Case 2 shows that the results of only SVM have zero residuals, while BAYD, BPNN and 

MRA have unallowable residuals. The reasons are: a) since the two cases are nonlinear problems, the linear MRA is not 

applicable; b) since the nonlinearity of Case 1 is weak, the nonlinear BAYD, BPNN and SVM are applicable; and c) 

since the nonlinearity of Case 2 is strong, only nonlinear SVM is applicable. 

Therefore, it is proposed that: we can adopt MRA when a problem is linear; adopt BAYD, BPNN, or SVM when a 

problem is weakly nonlinear; and adopt only SVM when a problem is strongly nonlinear. In addition, the predictions of 

the applicable classifiers coincide with real exploration results, and a commercial gas trap was discovered after the 

forecast in Case 1 and SVM can correct some erroneous well-log interpretations in Case 2.  

Table 2 shows the comparison between the four classifiers MRA, Bayd, BPNN and SVM using 27 training samples and 

3 testing samples for case 1 (trap Northern Kuqa Depression of the Tarim Basin in western China).  

 

4.3   Using the classification algorithm SVM-RFE feature in the E&P  
 

Hongqi Li et al, [24] selected feature selection algorithms which were categorized by: (1) ranking of features and (2) 

selection of feature  subsets. First, in this study, two feature ranking algorithms characteristics were used: Relief-F and 

SVM-RFE. Second, subset selection searches the space of possible features using greedy hill climbing, exhaustive, and 

genetic algorithm (GA), etc. for the optimal subset, which can be broken into wrappers, filters and embedded. 

The feature selection algorithms as CFS (Correlation-based Feature Selection) and LVF (Las Vegas Filter), which 

evaluated but not classified, were considered. Regarding the methods of classification, five methods are examined and 

described: (1) Decision tree (DT) with four algorithms: C4.5, CART, CHAID and LMT, (2) artificial neural networks 

(ANN) with two types: BP and RBFN, (3) Support Vector Machine (SVM) with two algorithms: C-SVC and v-SVC, 

(4) Bayesian network (BN) with two algorithms: NB and TAN and (5) Ensemble learning, with four algorithms: AC4.5, 

ABP, and ALMT y ARBFN.  

Based on three complex problems in Chinese oilfields, this paper examined the effects of feature selection and learning 

algorithms on formation evaluation using well logs and the following conclusions can be drawn: (1) Two feature 

ranking approaches, Relief-F and SVM-RFE, can improve classification performances more effectively than other 

methods such as expert judgment and the filter approaches, and Relief-F may be more powerful when the underlying 

problem is relative complex. (2) In the context of formation evaluation, SVM are the best classifier with high robustness 

and prediction accuracy. In particular, it is really important to choose the kernel parameters when SVMs are applied in 

practice, and (3) For the hydrocarbon reservoir prediction, the choice of classification methods is more important than 

the feature selection algorithms, and the combination of SVMs and feature ranking should be preferred to the other 

approaches. In summary the SVM classification method of testing was victorious. 

The tools used were the Rapid-Miner application for almost all tests, while for the SVM analysis, LIBSVM library was 

used, both based on Open Source. 
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4.4   Application of SVM for the prediction of hydrocarbons   
 

According Tian-Ren Cao Fei and Jun-Xing, [54] because in the prediction of oil, there are some common algorithms, 

such as fuzzy mathematics [60], clustering analysis, neural networks and other methods, these algorithms need a greater 

quantity of training samples. If the prediction results were based on insufficient training samples, this could be 

unsatisfactory. Therefore, the contribution of the authors is to provide a reasonable selection method for selecting the 

attribute or attributes strongly related to oil and gas, which makes it easier and more efficient prediction of 

hydrocarbons. This article focuses on the parameters proposed by Cao JX [6], based on printing methods and 

optimization in order to predict the distribution of oil and gas from a place in Central Sichuan. 

 

 
Fig.6: Using SVM to predict the distribution of hydrocarbons in a reservoir       (yellow for a possible distribution of hydrocarbons) 

 

Experimental results show that the optimal parameters of seismic printing in combination with SVM, can help to 

improve prediction accuracy and reduce risk in the exploration phase of oil and gas, as well as offer a new way of 

managing projects in oil and gas. Analysis with SVM is improved by using an optimized version of  LIBSVM Library. 

 

4.5   Using LS-SVR with varying parameters and its application to seismic prospecting   
 

Deng Xiaoying et al, [16] in his work, briefly review the theoretical framework of the SVM, as well as the SVR and 

specifically LS-SVR (support vector regression least squares). It mentions the contribution of Bing-Yu Sun et al. [2], 

which is applied to the signal with the objective of eliminating the Lidar signal under weak noise. SVM is named as 

SVR when applying the regression function. It is emphasized that LS-SVM is a modified form of SVM, just for 

simplicity. Signal denoising can be considered as a function regression problem, which involves estimating the 

underlying relationship from detected signal data. 

LS-SVR embeds two tunable parameters including kernel parameter and regularization parameter that control the 

training setting, in which the later regulates the ratio between empirical risk and confidence interval of learning 

machine. These parameters may diminish the overall performance of  LS-SVR if not well chosen. 

They processed the data channel by channel. Firstly, the data of every channel is divided into windows every 100 data 

points. Then select two parameters by the aforementioned way and select every other data point as the training set to 

apply Ricker wavelet LS-SVR to remove random noise. Lastly, compute all points by LS-SVR model obtained. 

 

The Ricker waved kernel is as follows: 

 

K      =                             

                                                                                                                     (14) 

   

where f ∈    (f >0) is the kernel parameter. 

                                                        

From the denoising experimental results of theoretical and practical seismic data, the performance of Ricker wavelet 

LS-SVR with variant parameters outperforms the one with invariant parameters in terms of the retrieved waveform in 

time domain and spectrum range in frequency domain. 
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5 Conclusions 

In the phases of exploration and production of oil and natural gas, the volume of data can be divided into two categories. 

The first category is the same data type as petrophysical data, logging data, seismic data, etc. and the other category 

include diverse data types. For example, for the same geological body, different types of data must be processed and 

integrated with the characteristics of petrophysical data, logging data, seismic data and geological data in order to make 

a successful analysis.         

To perform a successful classification and prediction of treatment from seismic exploration data and various sources, 

smart strategies will be defined, such as the choice of kernels or hybridization, or hybrid optimal method for tuning 

SVM hyperparameters, as well as pre-treatment of training and test sets (k-folds cross validation). 

It’s important to mention that the generalization ability of the SVM classification is directly related to the information 

implicit in the data used during training. Thus, it is desirable to train the machine if it has a considerable amount of data 

from other fields or deposits. 

Publications reported to date have a strong interest in finding empirical risk levels so that it is not necessary to perform 

a validation to evaluate the solution obtained by a SVM for a given problem. While it is possible automatic selection of 

hyperparameters methods are being developed using those levels and optimization methods. 

Data mining has been widely used in some fields of business and sciences, but the data mining application to 

hydrocarbon exploration and production is still in initial stage. 
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