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Abstract 
 

A Mobile Ad hoc NETwork (MANET) is formed by a gathering of wireless nodes without any infrastructure and the wireless nodes are 

not static but dynamic in nature. The mobile nodes can be connected together dynamically to route data packets from other mobile node 

present in the network. The mobility of the nodes is a significant feature in the MANET. The nodes follow one of the different mobility 

patterns which affect the connectivity among the other nodes. The dynamic changes in the connectivity decides the performance of the 

routing protocol and hence the performance of the overall network. When considering these characteristics of the MANET it becomes 

essential to predict the mobility of the nodes in both service-oriented and as well as application-oriented aspects of the dynamic         

networking. At the network level the mobility prediction is useful in pre-configuring services, provisioning of QoS and reservation of 

net-work resources and whereas in application level the end user can be provisioned with route guidance, information on network traffic 

and broadcasting important information to users. The mobility prediction will lead to the estimation of the stability of the routing paths 

and the distances between the neighboring nodes. This helps to improve the overall performance of the network by reducing the frequent 

link failures and increasing packet delivery ratio. In this paper, a novel mobility prediction method is developed using the historical time 

and positioning data. Auto Regressive Integrated Moving Average (ARIMA) and Long Short Term Memory (LSTM) with Recurrent 

Neural Network (RNN) are utilized for mobility prediction based on the sequence of time series data. 
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1. Introduction 

MANET is a gathering of wireless mobile nodes forming a      temporary network without the guide of any centralized administration or 

standard support services. The topology of the MANET is dynamic in nature where the nodes dynamically change their position and 

enter or leave the network frequently. The MANET is characterized by decentralized control and no infrastructure to support network. A 

fully connected network is formed as the nodes not only send and receive the data packets but also receive and forward the data packets 

of other nodes present in the network. Consequently, finding an optimal route is critical for guaranteeing the timely delivery data packets 

from source node to destination. An intermediate node moves out of communication range with other node, the communication links 

breaks up and a new link must be formed based on its new position. The process of estimating the position of mobile nodes is termed as 

Mobility Prediction and the term position refers to access point to which the mobile node is associated, if the wireless network is an in-

frastructure based one [1].  

But in case of infrastructure-less network i.e. MANET it refers to geo-coordinates of the mobile nodes. This helps in further estimation of 

link expiration time. A mobility prediction method in Ad Hoc Networks by considering the positions of the mobile node as a time series 

is developed and tested. It is assumed that each node in the network is aware of its geo-position and it is recorded    periodically. The 

time series values define the node trajectory and it can be denoted as [(Xt+1, Yt+1, Zt+1), (Xt+2, Yt+2, Zt+2),……., (Xt+k,  Yt+k, Zt+k)] where 

‘t’ is the initial time and ‘t+k’ is the current time. By knowing these previous positions the upcoming position of the mobile node (Xt+k+1, 

Yt+k+1, Zt+k+1) can be estimated [2]. 

As the mobility prediction in MANETs has more benefits and considerable measure of present work has been established on this topic. 

There are certain issues and challenges in predicting the mobility of the nodes in the MANET and they are as follows 

1) Adhoc Networks are highly dynamic in nature where the topology of the network changes frequently 

2) Adhoc networks are used mostly in emergency situations like natural calamities and military operations where the movement of 

the nodes does not depend on previous movements. 

3) Mobility prediction method must be lightweight as they are to be implemented on mobile nodes operating with less battery and 

computational power.  

In MANET several node mobility models have been used and three of the commonly used models are following [3] 

i) Random Walk model – identifies the movement of nodes from one position to next position in random speed and direction. 
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ii) Random Waypoint Model – identifies the movement with a series of live and dead periods, and Reference Point Group Mobility 

Model.  

iii) Reference Point Group Mobility Model (RPGM) –identifies the nodes in the network formed as a mobility groups with a logical 

group centre termed as the Reference Point. 

The Random Waypoint model is the most usually utilized and adopted for the experiments and simulations in this study. By this model 

the node remains at a position for a fixed period of time called pause time before travelling to the next position in random way with an 

uniform speed ranging between 0 to MAXSPEED. 

 

 
Fig. 1: Classification of Mobility Prediction methods. 

 

 

Similar to the Mobility Models the mobility prediction methods have been classified in to three categories [4] namely 

i) Predicting mobility based on movement history – the upcoming position of a mobile node is detected based on the previous histor-

ical node movement pattern. 

ii) Predicting mobility based on the physical topology –using the Global Positioning System (GPS) the exact position of the node and 

their mobility information can be detected. 

iii) Predicting mobility based on the Logical topology –using a clustering structure predicting the mobility information without using 

GPS. 

The paper is organized as follows. In Section 2 we summarize the related works. The Section 3 describes the need and importance of 

mobility prediction in Ad Hoc networks and the method for the estimation of link availability time. The Section 3.1 describes the meth-

odology adopted in this paper for mobility prediction. The Section 4 explains the experimental procedure and provides an analysis of the 

mobility predictions as a long time series forecast and concluding remarks in section 5. 

2. Related works 

The stability of the links can be determined by predicting themobility of the nodes. This prediction helps us to locate themobile nodes 

and understand the topology of the network at a time [9]. In [10] using GPS mechanism the mobility prediction isimplemented for con-

structing a reliable routing protocol. The prediction task is carried out by estimating the velocity and the position of the mobile nodes. 

The position is determined with the help of the GPS devices. The prediction does not consider the change in the direction or the velocity 

of the mobile nodes.  

In [11] a method to calculate the link availability time between a source and destination node is introduced and the whole information is 

presented in the form of time-prediction table. In [11], [12] a Markov model is developed to predict the position of the mobile nodes as 

single user and collaborative. The Markov model is built by using the GPS data recorded over a period of time. Similar to the previous 

prediction methods this method does not considers velocity and direction detail.The prediction can be done for only the geographic areas 

where the GPS data are recorded. 

In [13] a novel method for prediction of vehicle mobility using artificial neural network was introduced and the neural models are trained 

using certain road conditions.  

In [14], [15] for a better routing decision process the results of the prediction along with the geographical routing protocol is used. The 

prediction method is using the pedestrian data to forecast the node position in MANET. 

In [16] the variation in the strength of the signal has been utilized to identify the node position. The node position is estimated either 

towards or away from the estimating node. The signal strength is considered as the QoS parameter to estimate the stability of the link 

while deciding the routes. Extensive research has been conducted to identify the links that are more stable i.e, the set of intermediate 

nodes which has high lifetime.  

In [17] framework has been proposed to predict the changes in the upcoming topology of the network. The framework is constructed 

using a hybrid neural model built by combining MultiLayer perceptron and Extreme Learning Machine. In [1] a novel approach was 

proposed to predict the mobility of nodes by using the historical data and the evolutionary algorithm. This approach drastically improved 

the performance of the MANET routing protocol. The genetic algorithm is used in the work and it removes the outlier using the heuris-

tics. The frequent link failures in the network due to node mobility affect the packet delivery [18]. If it is possible to predict the mobility 

of the node in advance the link failures can be handled without affecting the packet delivery either by choosing a stable link for routing 

or rerouting the data packets before the link gets failed. In [19] based on a single feed-forward layer architecture also called as the ex-

treme-learning machine the mobility prediction is carried. Extreme Learning Machines does not need the initialization of the weights and 

tuning of model hyper parameters as like in Multi-Layer perceptron models. An easy way to comply with the paper formatting require-

mentsis to use this document as a template and simply type your text into it. 
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3. Estimation of routing path/link availability time 

In Ad Hoc Network it is always better to select the most stable path during the route selection. The stable paths can be determined based 

on the predicted position of the mobile nodes. If an intermediate node in a path is slowly drifting away from the currently connected 

node’s communication range then the link will get broken and the packets will be dropped. To avoid this type of packet drops due to 

abrupt link failures caused by intermediate node movement, the routing protocol must select stable paths by predicting the mobility of the 

nodes. The routing path must be selected only if all the intermediate nodes present in the chosen path are available within the communi-

cation range for the entire transmission period. The time duration for which a chosen routing path or link will be stable is termed as rout-

ing path availability time. 

Consider two nodes A and B in an Ad Hoc Network and let (xA,yA) and (xB,yB) be the positions of nodes respectively. Also let vA and vB 

be the speeds, θA and θB the moving positions of the nodes A and B respectively. Then the time T for which the link will be available is 

given by [5] 

 

                   (1) 

 

Where a=vAcosθA-vBcosθB, b=xA-xB, c = vAsinθA-vBsinθB, d = yA-yB. Thus based on the predicted mobile node position it is possible to 

estimate link expiration time which in turn useful for re-route construction or for selecting a more stable path [6]. 

4. Methodology - mobility prediction  

The problem of predicting the upcoming positions of the mobile node is formulated as Multivariate Time Series Forecasting and solved 

using two methods namely ARIMA [7] and LSTM with Recurrent Neural Network [8]. The problem is multivariate since we need to 

estimate the X and Y coordinates of the mobile nodes. For a time series data Xt where t is an index and Xtare real numbers the ARIMA 

model can be given by 

 

                 (2) 

 

Where p denotes the number of lagged observation used in the model and q denotes the size of the moving average window. α i are the 

parameters of the model and Iare the parameters of moving average part of the model and  are the error terms.  

 

 
Fig. 2: ARIMA Modeling Process. 

 

ARIMA model uses the dependent relationship between sampled observation and few of lagged observations. The dependency between 

an observation and a residual error [estimated by applying the moving average model to the lagged observations] is also used. The pa-

rameters of the model are estimated using a fitting procedure to find the coefficients of the regression model. The Fig 2 describes the 

overall process of modeling a ARIMA model for time series forecasting. Initially the time series must be converted in to stationary and 

then the model parameters are to be estimated. This process is repeated until the test results are found to be satisfactory. 
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Fig. 3: LSTM Recurrent Neural Network Modeling Process. 

 

The second method used in our experimental study is LSTM   Recurrent Neural Network which extends the RNN architecture. In LSTM 

RNN the conventional neurons are replaced by a memory cell and a gating mechanism. The gating mechanism regulates the flow of in-

formation within the network. The gating mechanism is composed on three units namely input unit, forget unit and output gate. The 

memory cell has a linear unit termed as Constant Error Carousel (CEC) which is recurrently self-connected. The CEC provides the short 

term memory storage for an extended period of time.  

LSTM considers the dependency of the time series sequence in which the data is being given to model during training. Another ad-

vantage of using LSTM when compared to ARIMA model is that LSTM can handle huge data. For multivariate time series analysis us-

ing LSTM model the time series data must be converted in to a supervised learning data.  

The modeling of LSTM RNN involves a preprocessing step of transforming the time series in to a logarithmic scale before sending the 

time series in to the decomposition algorithm. The whole process of modeling the LSTM RNN for time series forecasting is presented in 

Fig 3. For accurate forecasts the de-seasonalizing of data prior to modeling becomes essential. Seasonal and Trend decomposition using 

Loess (STL) is used to divide a time series into three components namely trend, seasonal, and remainder. STL is considered to be one of 

the robust methods for time series decomposition. As in the initial stage of modeling the time series data is log transformed, finally the 

forecasts results are back-transformed into their actual scale by finding the exponential value. The transformation stabilizes the variance 

of the time series input and also it is essential for decomposition of time series data. The transformation makes the time series into addi-

tive as suitable for STL decomposition which is an additive decomposition method. 

5. Experiments and results 

For conducting the experiments Mobility Scenarios for MANET simulation are generated using an extension tool of NS2 network simu-

lator. The mobility scenario generator of NS2 accepts inputs like the pause time, number of node, Maximum node speed, maximum value 

of X and Y co-ordinates, and simulation time period. Finally it generates the mobility scenarios for the whole simulation time. The gen-

erated mobility series are restructured to make it suitable for time series forecasting. In each time series, the mobility information of each 

node is clustered and the mobility data of a particular node alone is saved in a separate file for training the model. In the mobility scenar-

ios the value of pause time is chosen a minimum value of 0.5 seconds so that the nodes are highly dynamic. The plot in Fig. 4 presents a 

portion of trajectory movement of a mobile node during the simulation period. The total number of nodes considered in simulation is 50 

and the total simulation period is 5000seconds.  

The error measure for assessing the performance of the time series forecasting is the root mean squared error (RMSE)  

 

RMSE=                     (3) 

For LSTM model the number of hidden layers is selected by a heuristic approach. A small variation in the number of hidden layer affects 

the prediction accuracy. The value of number of hidden layers fixed such that the generalization error of the LSTM model is low. The 

predicted trajectory of the test data is deduced from predicted value of X and Y co-ordinates. When compared to the ARIMA model the 

LSTM predictions seems to be more nearer to actual trajectory of the test data. The plots in Fig 5 and 6 presents the predicted trajectory 

of LSTM and ARIMA respectively. The root mean square error of test data for ARIMA model is high and is presented in Table 1. 

 
Table 1: RMSE of Time Series Forecasting 

Model X Co-ordinate Y Co-ordinate 

ARIMA 2.636285 3.065942 

LSTM 1.884144 1.962142 
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Fig. 4:Trajectory of A Node’s Mobility. 

 

Once the mobility prediction model is constructed the impact of the mobility on the mobile nodes are tested based on the following pa-

rameters like the velocity of the mobile node, the data arrival rate and the size of the mobile node. The initial position of the mobile 

nodes has a greater influence on the prediction of the mobility of the nodes. Fig 7 presents the comparison of various arrival rates using a 

poison distribution model.  

 

 
Fig. 5: Plot of Predicted Trajectory – LSTM. 

 

 
Fig.6: Plot of Predicted Trajectory – ARIMA. 

 

From the experimental results obtained it can be observed that when the arrival rate is increased the shape of the distribution changes to 

normal form. It is also observed that when the arrival rate is increased the properties of the Poison distribution changes in to normal dis-

tribution form. 
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Fig. 7:Comparison of Node Arriving at Time T with Different Arrival Rate. 

6. Conclusion 

In this paper the mobility prediction is framed as along time series forecasting problem and solved using ARIMA and LSTM RNN mod-

els. The test results proved that LSTM is better in handling large time series data when compared to ARIMA model. To implement the 

LSTM for multivariate, the time series problem has been converted into supervised learning problem. The mobility prediction in MA-

NET helps in improving the overall packet delivery ratio by reducing the packet drops due to frequent link failures. During the route 

maintenance or initial route selection period stability of the link i.e. the link availability time is estimated and the data packets can be re-

routed if a link failure due to node mobility is predicted in advance.The future work will be focused towards developing a mobility pre-

diction based routing protocol which limits the packet losses due to node mobility.  
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