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Abstract 
 

In the holistic technique (HT) the whole information of the Arabic word is calculated using many possible features. In this paper, this 

approach is used to test the possible uses of the HT in the Arabic OCR systems. The HT is used to reduce the possible candidates for 

each word. We succeeded to reduce the candidates to around 115 with accuracy over 99%, given a single font and a single size from a 

large lexicon of more than 356K words. This vocabulary size has a good coverage for the Arabic Language. This means that the problem 

facing the OCR classifier is tremendously reduced, and much higher accuracy can be expected for the OCR systems. 
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1. Introduction 
 
Usually in the holistic approach, a Hidden Markov Model (HMM) is used as the recognition engine. In this approach, one HMM is con-

structed for each distinct word in the lexicon. For this, it is inefficiently applicable to large lexicon systems due to the growing number of 

models in respect to the size of the lexicon. For example, for a practical problem having a lexicon size of 10,000, it is not feasible to 

compare with 10,000 numbers of HMM during run time against unknown inputs. That makes the problem more complicated as well as 

time consuming. If we look into a real-life problem, say reading amounts on bank checks or others, we see that the lexicon size is not so 

large. Even if the lexicon size appears larger for some practical problems, we can cope with it by reducing the lexicon size or reorganiz-

ing the search space, or using heuristics to limit the search efforts 

 

[2]. As the number of words in the lexicon grows, the recognition task becomes more difficult and computation complexity increases. 

So, using lexicon reduction, the process of limiting the number of words to be compared during the recognition, can be a reasonable and 

powerful approach for increasing the recognition speed. 

 

This paper presents our implemented HT for lexicon reduction. Although segmenting the words into characters performed higher recog-

nition rates, the most difficult and important challenge is the segmentation procedure which has a direct effect on the recognition perfor-

mance. The Arabic text segmentation still remains an unsolved problem though many segmentation algorithms exist. This segmentation 

suffers from segmentation problems such as over segmentation, under segmentation or misplaced segmentation and which affects the 

recognition performance in a negative way [3]. 

 

The percentage of error recognition increased in noisy text images because segmenting a word image to its letters is very difficult. One 

way of avoid this, is skipping segmentation and looking at words as whole entities, so-called holistic approaches. 

 

2. Related works 

 
Over the past several decades, many researchers have explored and developed various approaches to tackle the problem of cursiveness of 

Arabic script, which generally fall into two categories, holistic (global) and analytical. In the holistic approach, a word is considered as a 

whole unit rather than individual characters. Features are extracted from the un-segmented word and compared to a model, while in an 

analytical approach, a word is segmented into smaller units, which may or may not correspond to characters. . Previous research on Ara-

bic text recognition has confirmed the difficulties in attempting to segment Arabic words into individual characters [1, 4, 5, 6]. 

 

Holistic approaches recognize an entire word directly from global shape, as a unit without segmentation, by using extraction features of 

the word as a whole and assign the shape or features of the word to one of the words within vocabulary by applying standard classifica-

tion technique. The only drawback to this type of techniques is that they use a limited predetermined lexicon because they do not deal 

directly with the letters, but dealing with words can avoid this drawback by choosing a relatively large number of words covers as much 

as possible of the words of the Arabic language. 
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During more than 18 years, many of the researchers have developed a number of holistic Arabic word systems; we will try to brief in this 

section the most important research done in this field, either with respect to handwriting or printed Arabic words. First search in this field 

was in 1996, Erlandson et, al. reported 

 

a word-level recognition system for machine-printed Arabic, which computed a vector of image-morphological features (dots and ham-

zas, directional segments, junctions and endpoints, directional cavities, holes, descenders and intra-word gaps) on a query word image. 

This vector has been matched against a precomputed database of vectors from a lexicon of Arabic words in recognition stage. 

 

In 2004, Ebrahimi and Kabir proposed a two-step method for the recognition of printed subwords, using the loci characteristic features 

and the k-means method, the subwords have been clustered to 300 clusters, and 10 closest clusters have been assigned. Then they used 

Fourier's descriptors of the subword contour to classify the input subword into the members of these 10 clusters. The training set consists 

of 12700 Farsi subwords in 4 different fonts and 3 sizes, and test set of 500 subwords was used. Considering the first class, top five and 

top ten classes, 71.4%, 95%, and 98.2% of these subwords were correctly classified. Post processing has been done using the dot features 

of the subwords to recognize correct subword improved the recognition rate to 92.6% [7]. 

In 2008, Ebrahimi and Kabir have reported on the use of characteristic loci features and k-means algorithm to cluster 113,340 printed 

Farsi subwords of 4 fonts and 3 sizes to 300 clusters, based on their holistic shapes. They used to test a set of 5000 subwords the cluster-

ing results were 78.71, 99.01 and 100 percent of these subwords in the first, first five and first 10 closest clusters, respectively [8]. 

 

3. Holistic technique for lexicon reduction 

 
This part describes sets of feature extraction, clustering, grouping and clustering techniques that play a very important role in the recogni-

tion of words. 

 

The used database in first part of work as references at training phase is prepared from two sizes of the lexicon (first one is a medium 

lexicon of 100K Arabic words used only for clustering method and a large lexicon of more than 356K Arabic words used for both types 

of techniques), which are generated by computer in Simplified Arabic, in 300 dpi and 14 size. 

 

In the first part of the holistic technique for lexicon reduction, we present a technique to reduce the vocabulary based on clustering Ara-

bic typewritten word images based on their holistic features. It is composed of two phases, training phase and testing phase. Figure 1 

illustrates a block diagram of the proposed technique. 

 
Fig. 1: Block diagram of the holistic technique using clustering 

 

The training phase composed of image word generation, feature extraction and clustering process, where the number of clusters is up to 

1024. While in the testing phase, after scanning it composed of the preprocessing, line and word segmentation, feature extraction and 

clustering process by using the holistic feature to select the cluster which the recognized word belongs to. We summarized the processes 

of training and testing phases in the following steps: 

Training Phase: 

• Generate the word image of all words in the dictionary. 

• Extract the holistic features for all the words. 

• Apply the LBG clustering for all the words to cluster each word in a cluster depending on closeness of the word shape 

from the point of view of the used features. 

These features are extracted simply from word images and properly categorize words into a number of clusters; the number of clusters is 

chosen up to 1024 as shown in Fig. 2. 

Testing Phase: 

• Apply preprocessing, line and word segmentation. 

• Extract the holistic features of the tested image word. 

• Using LBG algorithm to cluster the word in each cluster depending on closeness of the word shapes from the point of view of the 

used features. 

• Choose closest class by doing binary search. 

 
Fig. 2: Block diagram of clustering process 
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3.1. Feature Extraction 

 
The proposed work has implemented many features. We have used five different features and their combinations. Those features are: 

Image Centroid and Cells (ICC), discrete cosine transform (DCT), dynamic time warping (DTW.), Zoning and Moments. We are going 

to explain these five feature sets. 

In this part, we will focus on explaining in detail the features that we used in our work, whether that features we used it in data reduction 

or to build a proposed holistic OCR system. 

The three types of features namely Image Centroid and Cell, Image Centroid and Zone and The Moment Invariant can be categorized as 

statistical features while the other two types of features, Discrete Cosine Transform and Dynamic Time Warping can be categorized as 

transformation features. On the basis of the first four types of features, we have formed the other hybrid features using different combina-

tions of these features. 

Based on their holistic features, we used all of these features to reduce the vocabulary based on grouping and clustering Arabic typewrit-

ten word images. Then we used the two features DCT and Discrete Cosine Transform 4-Blocks to build the Holistic Arabic OCR system. 

 

Image Centroid and Cell (ICC) 

Firstly we find the center of gravity (COG) of image and make it as the starting point; in order to calculate the center of gravity, the hori-

zontal and vertical center must be determined by the 

following equations: 
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causes the geometrical moments to be normalized and be invariant of the size of the word [9]. 

 

Secondly, we divide the image into vertical and horizontal sections (cells) of equal size (7 pixels height for each horizontal part and 8 

pixels width for each vertical part), starting from the center of gravity point. 

 

Then we form the feature set of each cell by: 

1. Find the COG of image as shown in (1)-( 3). 

2. Use the vertical and horizontal COG to divide the image word into four sections. 

3. Divide each section of the image word into vertical and horizontal cells of equal size (7 pixels height for each horizontal part and 8 

pixels width for each vertical part). 

4. Form the feature set of the cell by counting the following: 

The number of black pixels. 

The number of vertical and horizontal transitions from black to white. 

5. Repeat steps 3 and 4 for all cells in 4 parts and put the values in the vector of features. 

To have features of the same dimensions, though words have different dimensions, we make zero padding to the small size words. 

 

Discrete Cosine Transform (DCT) 

The DCT features in our system are extracted via two 

dimensional DCT.  The two dimensional DCT of an M x N 
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 DCT to the whole word image, the features are 
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extracted in a vector form by using the DCT coefficient set in a zigzag order. Usually we get the most significant DCT coefficients. 

 

Block-Discrete Cosine Transform (BDCT) 

We extract and implement this feature set in the following 

procedure:                            

1. Firstly we find the COG of the word image and make it as 

 a start point as has already been explained in a previous 

 ICC feature extraction method.           

2. Use the COG point to divide the word image into four 
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6. Repeat steps 4 and 5 sequentially for all cells. 

7. Finally, feature vector of size n (as n is the total number of cells) will be obtained for clustering. To have equal feature size through 

all words, zero padding is used to have equal size words. 

 

Discrete Cosine Transform 4-Blocks(DCT-4B) 

This method uses features of COG and DCT at the same time, the first one as an auxiliary feature to divide the image into four parts and 

apply the second feature DCT on the each part as a whole. This feature set is extracted and implemented as follows: 

 

1. Calculate the COG of the word image and make it as a start point as has already been explained in a previous ICC feature extrac-

tion method in (1)-(3). 

 

2. Use the vertical and horizontal COG to divide the word 

 image into four regions.    

3. Apply the DCT to the each part of the word image as 

4. 

whole.     
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steps 3 and 4 sequentially for all parts, then combined them together to form the feature vector of the word image. 

 

Hybrid BDCT with Image Centroid and Cells (BDCT+ICC) 

This feature combines two main features ICC and BDCT. 

 

Hybrid DCT with Image centroid and Cells (ICC+DCT) 

This feature combines two main features ICC and DCT. 

 

Image Centroid and Zone 

The steps involved in zoning feature extraction are following: 

1. Firstly we find the center of gravity of the word image and make it as a start point as has already been explained in a previous ICC 

feature extraction method. 
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2. Use the COG point to divide the word image into four regions. 

3. Divide each region of word image to vertical and horizontal zones of equal size (8 pixels height and 16 pixels width). 

4. Compute the distance between the image centroid and each pixel present in the zone. 

5. Compute the average distance between these points (in a given zone) and the centroid of the word image. 

6. Repeat this procedure sequentially for all zones. 

7. Finally, feature vector of size n (as n is the total number of zones) will be obtained for clustering. To have equal feature size 

through all words, zero padding is used to have equal size words. 

 

Hybrid DCT and Image Centroid and Zone (DCT+ICZ) 

This feature combines two main features ICZ and DCT. 

 

Hybrid DCT and DCT-4B (DCT+ DCT-4B) 

This feature combines two main features DCT and DCT-4B. 

 

Dynamic Time Warping 

Dynamic time warping (DTW) [9, 10] is an algorithm for measuring similarity between two sequences. It is a method that allows the 

computer to find an optimal match between two given time series. The sequences are “warped” non-linearly to determine a measure of 

their similarity. There are three types of features extracted from the binarized images and used in our DTW techniques. These features 

are Histogram, Profile and Transition extracted and implemented as follows: 

1. Calculate the X-axis and Y-axis Histogram Profile by using 

horizontal projection on the y-axis  .  

, and the the vertical projection of the image on the x-axis  

 

2. Calculate the four contour features of the image word, which are defined as the up, down, left and right bounding contours by going 

along the left and the right boundaries of the image 

bounding box and recording for each image column the 

position of the up most and down most foreground pixels for 

and lower boundaries  

and 

 

and going along the upper each image to calculate   
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right boundaries of the image bounding box and recording for each image column the number for foreground to background transitions. 

 

3. All of obtained features are put in the feature vector to perform the clustering process using the DTW distance 

measure. 

To have equal feature size through all words, zero padding is used to have equal size words. 

 

The Moment Invariant Features 

Moments and functions of moments have been employed as pattern features in numerous applications to recognize two-dimensional im-

age patterns. These pattern features extract global properties of the image such as the shape area, the center 

of the mass, the moment of inertia, and so on.  For a digital 
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  10 

and 

  01  

are the 

     

         coordinates of the 

or center of gravity of the image and 

 

(3). These central moments are invariant to the translation of the image. 

Hu moments 

The Hu moments are invariant under general linear transformations. However, the Hu moments are not orthogonal, so there is redundan-

cy in the information they capture. Hu defined seven values, computed from central moments through 

order three. The set of seven moment invariants of order three 
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The seven set of moment invariants that are tested, compared and used it in this work as features as follows: 

 

1. Firstly we find the COG of the word image and make it as a start point as has already been explained in a previous ICC feature 

extraction method. 

2. Use the COG point to divide the word image into four regions. 

3. Divide each region of word image to vertical and horizontal cells of equal size (12 pixels height and 16 pixels width). 

4. Calculate the seven moment's invariant as features for each cell. 

5. Repeat this procedure sequentially for all cells. 

6. Finally, feature vector of size n*7 (as n is the total number of cells) will be obtained for clustering. 

To have equal feature size through all words, zero padding is used to have equal size words. 

 

3.3. LBG Clustering 

 
Cluster analysis is the process of classifying objects into subsets that have been meaning in the context of a particular problem. Cluster-

ing process is a complementary step of the grouping process. It is done on groups that still contain a large number of words in order to 

distribute all the amount of vocabulary words (which in our work are more than 356K words) into groups that contain the lowest possible 

number of words. We used in this work a well-known algorithm, namely LBG algorithm [11]. LBG is used for clustering a set of Ns 

training vectors into a set of K codebook vectors. The initialization requires that the number of code words is a power of 2. 

 

4. Experiment results 

 
This section presents the experimental results of system that has been described in section 2. It deals with the results of the holistic tech-

nique for lexicon reduction, because the large size of the lexicon represents a major problem facing Holistic OCR system. 

There are two types of results in holistic technique for lexicon reduction, the first one using clustering process only and the other using 

grouping and clustering. 

In this part, a Dataset consists of 3465 (1155 ×3) single word images written in the same font “Simplified Arabic” in three different 

qualities (clean, copy1 and copy2) are tested with different features for the clustering part and the grouping and clustering. These results 

are based on the assumption that the test data is free of punctuation markets, and with perfect word segmentation. 

At the beginning of the work, we have been used the holistic technique for lexicon data reduction using the clustering method only, but 

we found that the rate of the words in each cluster is still high, especially if dealing with large lexicons and needing high efficiency. 

Clustering rate or accuracy of clustering, that used as measurements of the clustering process in all clustering results is defined as the rate 

of the number of correct tested words that exist within the selected cluster/clusters per the tested words. 

Table I shows the clustering rate of data test using different features within no. of clusters when used a medium lexicon of 100K Arabic 

words, while table I shows the clustering rate of data test using three features within no. of clusters when used a large lexicon of 356K 

Arabic words. Note that the average words per cluster when we are using a medium lexicon is approximately around 100 word/cluster 

but when we are using a large lexicon is around 350 word/cluster. 
 

Table 1: Clustering rate of simplified arabic font vs no. Of top clusters using different features (codebook size=1024, lexicon~100k) 

Features Coffs. NO Top1 Top5 Top10 

ICC 1716 79.0 98.4 99.4 

BDCT 1144 69.9 94.4 98.0 

DCT 160 88.7 99.6 99.9 

DCT-4B 160 81.3 98.8 99.5 
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ICC+BDCT 2288 80.3 99.1 99.9 

ICC+ DCT 1876 89.2 99.6 99.9 

IZC 242 71.2 95.5 98.6 

IZC+DCT 402 90.2 99.5 99.9 

DTW 1585 92.3 99.9 99.9 

Moments 1078 45.6 76.3 84.0 

DCT+ DCT-4B 200 88.9 99.4 99.9 

 

In this part of experiments, a medium size of vocabulary (about 100K words) is used with (1024 codebook size) for simplified Arabic 

font (14 pt.) using clustering method only. 

 

Table I shows the clustering efficiency of the tested words using different holistic features at around 100 words /cluster multiplied with 

the increase in the used clusters. Two major factors play an important role in the results, distance measurements and feature type (global 

or local). By comparing the result in the top1 column, we can see that the global feature in DCT is better than the local feature in BDCT 

and DCT -4B and the DTW distance is better than the Euclidean distance. 

 

In this part of experiments, a large size of vocabulary (about 356K words) is used with (1024 codebook size) for simplified Arabic font 

(14 pt.) using clustering method only. The table II shows the clustering efficiency of the tested words using three different holistic fea-

tures that based on DCT feature and therefore, do not depend on the size of the font that was used in proposed Holistic OCR system at 

around 350 words /cluster multiplied with the increase in the used clusters. 

 
Table2: Clustering rate of simplified arabic font vs number of clusters using three features (codebook size=1024, lexicon~356k) 

Features Coffs. NO Top1 Top5 Top10 

DCT 160 84.7 99.1 99.7 

DCT-4B 160 78.5 98.7 99.7 

DCT+ DCT-4B 200 86.1 99.3 99.8 

 
The table shows the clustering rate of the tested words with three features when using multiple clusters from 1 to 10 clusters and differ 

from the previous table results that the Lexicon used here is about 356K words rather than 100K words, the results were limited to the 

features of the three most suitable for used in developing the proposal Holistic OCR system and to avoid the problem that we face in 

RAM if we use the features of relatively large coefficients. The results of this table show that the DCT+DCT-4B feature is better than 

other two because it is 

 

composed of the hybrid of DCT and DCT-4B, and it is benefited from the local and global feature of the DCT, so it is achieved good 

results, especially in the noisy data. Figure 3 shows the relation between codebook size and clustering efficiency for the DCT+ DCT -4B 

features that used in the proposed Holistic OCR system test. 
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Fig. 3: Clustering rate of simplified Arabic font vs. codebook size number using DCT+ DCT-4B feature for different top clusters. 

 
In the Fig. 3, we first show the clustering efficiency in multiple clusters used when the number of top clusters increased the clustering 

efficiency increased as a logical consequence. 

Initially, when the number of clusters is less and therefore contain in the each cluster a large number of words, the possibilities of a tested 

word within one of these clusters are high so the clustering errors are minimum and then when the number of word's decrease at increas-

ing the number of clusters the clustering efficiency decrease but at the same time the words within each cluster are more similar and thus 

less the percentage of clustering error and begin to improve efficiency even up to the highest level of efficiency when each cluster con-

tains one word, and this is a special case which has been used in the proposed system. 

 



32 International Journal of Engineering & Technology 

 
Also through the last figure we note that the efficiency of clustering gradually decreases until it reaches the lowest value, and then re-

sume in the increase until it reaches a value close to the value that started out. Increase the number of top clusters used greatly improves 

the efficiency and this is clear in the case of increasing the number of clusters from 2 onwards. 

 

5. Results and discussion 

 
Our target was at the beginning of the search to reach the average of 100 words per cluster and with efficiency up to 99% and the results 

obtained are comparable to the results of the objective of either with the average number of words per cluster or cluster efficiency. 

 

In the clustering process, the table I shows the clustering rate of the tested words with different features when using multiple clusters 

from 1 to 10 clusters. For all features used, the accuracy of clustering increased with increasing the number of clusters and logical conse-

quence of this. We note that the DTW feature is the best one; this is essentially due to the strength of the DTW distance if we compare it 

with Euclidean distance. But the DCT 

 

and DCT+DCT-4B features are more acceptable for used in the proposed Holistic OCR system for two essential reasons, the first one is 

they are independent of the size of the fonts and the second reason is they have a less number of coefficients (160, 200 for DCT and 

DCT+DCT-4B respectively while in DTW 1895), which play a significant role in the search process, that represents the greatest chal-

lenge to the proposed system in addition to the fact that the Euclidean distance used is faster than DTW distance. 

 

The table II shows the clustering rate of the tested words with three features when using multiple clusters from 1 to 10 clusters and differ 

from the previous table results that the lexicon used here is about 356K words rather than 100K words, the results were limited to the 

features of the three most suitable to be used in developing the proposed Holistic OCR system to avoid the memory leak problem if we 

use the features of relatively large coefficients. The results of this table show that the DCT+DCT-4B feature is better than other two ones. 

 

6. Conclusions and future work 

 
In this work, we presented a simple Holistic approach for typewritten Arabic OCR to capture total information for the whole Arabic word. 

Holistic technique is used to improve recognition accuracy and increase the speed of the process by removing unnecessary entries in the 

vocabulary based on grouping and clustering Arabic typewritten word images based on their holistic features. In future work, we will 

investigate developing the proposed holistic approach for lexicon reduction using multi-fonts and sizes rather than single font and single 

size. Rather than, the holistic approach will be applied in the Arabic handwritten [12] documents. 
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