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Abstract

Data mining, usually known as knowledge elicitation in the field of computer science databases, is the procedure to find out an important relationship, useful patterns in a huge amount of raw data. Besides, many sectors have adapted and used data mining in their applications such as healthcare and industry sector. In the healthcare sector, data mining can help in determining the probability of particular health cases in medical issues which the related variables pre-known as well as predicting future events. The availability of medical data for data mining usually exist in a raw data format, therefore, it needs for making ready and exploration to be willing to use. In the context of this paper, an analyzing of medical data was introduced to support prosthetics service centers to analyze find out the significant health issues. The purpose of this analysis is to help in evaluating the medical cases. The findings show the important and meaningful of the analyzing data using data mining modes.
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1. Introduction

Data mining is the process of discovering interesting and useful patterns and relationships in large volumes of data. It's becoming significant to many applications which applied in different sectors, like industry, medicine, and markets[1, 2].

Technically, data mining technology is about gathering data from heterogeneous and homogeneous databases, cleaning and cleansing the intended data of any missing values, and finally applying some statistical queries to discover meaningful information from the intended data. There is a limitation in using data mining in the healthcare sector, these limitations emerged because of no enough methodologies which used to elicit meaningful information from medical data [3-6].

In the healthcare sector, medical data mining plays an important role by providing plenty of possibilities. In the same aspect, data mining serves a lot of medical cases by analyzing data from multi-sources whether being (heterogeneous or homogeneous) and extract meaningful information that can support the healthcare sector, and this will lead to increase the performance as well as the cost reducing.

1.1. State of Art

Due to the using case study in this paper, the Authors decide to review some of relevant cases. Besides, it is well established from a variety of case studies that in medical data mining are demonstrate a variety of data mining methods or approaches used to support the healthcare sector and its practitioners. this support includes disease risk prediction or cost estimation to a certain medical case. Table is highlighted some of related case studies:

<table>
<thead>
<tr>
<th>Case Study</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 HCC</td>
<td>In the context of this case study, an examination was conducted of the medical data for various patients with the hepatitis C virus (HCV) related chronic liver disease (CLD); 135 HCC, 116 cirrhotic selected patients without HCC and 64 selected patients with chronic hepatitis C, technically, the decision tree technique was used as HCC prediction's method [8].</td>
</tr>
<tr>
<td>2 CVD</td>
<td>In the context of this case study, a new algorithm (REMIND) was introducing (reliable extraction and meaningful inference from non-structured data) to filling the data gap in medical IT systems. Technically, this study has created REMIND platform by uses domain knowledge algorithms in order to support medical problems solving [9].</td>
</tr>
<tr>
<td>3 ESPHD</td>
<td>In the context of this case study, data warehouses for Heart Attack Prediction were built, a massive amount of heart disease medical data sets were analyzed. In that regard, a clustering algorithm was applied in discovering important patterns in terms of heart disease prediction [10].</td>
</tr>
<tr>
<td>4 Osteoporosis</td>
<td>In the context of this ongoing research study, an analyzing of medical data for patients who have suffered from</td>
</tr>
</tbody>
</table>
In line with the above situation, it can be indicated that most authors in this research area have used classification technique (decision tree and prediction classification) as a method to extract meaningful information from a medical data set. In this regard, the classification algorithm was applied as a data mining technique.

2. Data Mining Pre-Processing

As discussed above, the major purpose of data mining is to extract and find out the meaningful information as well as useful patterns to solve the intended problem. Generally, the medical data sets which is collected from various data sources is usually “not clean” and must be processed and later input to data mining. Hence, that collected data should be preprocessed, and the preprocessing steps are outlined:
1- Data preparations: Incudes data cleaning.
2- Data transformation: includes transforming a set of variables to a different format.
3- Data reduction: remove unnecessary variables in making decision.
4- Data exploration: incudes comprehend the relationship among the different the selected dataset variables.

3. Data Mining Frameworks

In line with the data mining projects, data mining process is very complex, thus, it needs to do several efforts need to coordinate these efforts to collect and manipulate medical data and interduce it to data mining. besides, in reviewing of data mining literature, many frameworks have existed which can be used as a blueprint for this study, to guide in mining the intended medical data. The most frequent frameworks have used are CRISP and SEMMA. in this paper, the outlining for SEMMA was given while CRISP was extensively highlighted.

4. SEMMA Data Mining Framework

SEMMA shorten for “Sample, Explore, Modify, Model and Assess”. It introduced and adopted by the SAS Institute, developed a platform based on the intended methodology known as “SAS Enterprise Miner Workstation”. Refer to[13] for more detail.

5. CRISP DM Model

CRISP was created to support applying data mining technology in industry sector. CRISP provides a systematic, architecture guideline in using data mining technique and knowledge elicitation from various dataset. In the context of this paper, to elicit meaningful information from the selected dataset ‘Limbless Statistics datasets”. In addition of the CRISP-DM model was adapted[14]. Figure 1 visualize the CRISP model.

As indicated from the Figure 1, the CRISP Framework composed of six stages start with business understanding, data understanding, data preparation, modeling, development, and finally, evaluation. in rest of this paper, the process of analyzing the intended data based on CRISP framework was highlighted.
6. Selection Dataset Variables

The Limbless Medical Dataset are including all intended patient’s data who have lost limbs for various reasons, these reasons include accident, congenital limb absence present at birth, and relevant illness. In this regard, 39 attributes were determined; each of these attributes plays a significant role in the integration of intended dataset, and these data reached to 3259 records. The Limbless Medical Dataset consists of ten (10) classifications attributes that divided the selected dataset: three essential classifications that characterize some physical characteristics of the limbless patients, while the rest classifications that characterize further physical characteristics and relevant clinical information of the limbless patients[15].

The main classification elements are “side, site, and gender, and secondary classification attributes are all the other attributes – the level of amputation, the cause of amputation, date birth, date of amputation, date of referral, ethnicity background, center, and case category”. Table 2 illustrate the frequency of the selected patients who lost their limb(s), the selected dataset was classified into the level of amputation with the general cause of amputation by using Chi-Square statistics measurement.

<table>
<thead>
<tr>
<th>General Cause</th>
<th>Congenital</th>
<th>Lower</th>
<th>Upper</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Congenital</td>
<td>7</td>
<td>71</td>
<td>35</td>
<td>113</td>
</tr>
<tr>
<td>Dysvascularity</td>
<td>0</td>
<td>1982</td>
<td>21</td>
<td>2003</td>
</tr>
<tr>
<td>Infection</td>
<td>0</td>
<td>238</td>
<td>8</td>
<td>246</td>
</tr>
<tr>
<td>Neoplasia</td>
<td>0</td>
<td>44</td>
<td>4</td>
<td>48</td>
</tr>
<tr>
<td>Neurological</td>
<td>0</td>
<td>56</td>
<td>1</td>
<td>57</td>
</tr>
<tr>
<td>No Data</td>
<td>0</td>
<td>467</td>
<td>45</td>
<td>512</td>
</tr>
<tr>
<td>Trauma</td>
<td>0</td>
<td>233</td>
<td>47</td>
<td>161</td>
</tr>
<tr>
<td>Total</td>
<td>7</td>
<td>3091</td>
<td>161</td>
<td>2359</td>
</tr>
</tbody>
</table>

“IT can be concluded from the Table 2, there are serial variables which have ability to help and support an impact on data mining technology: (1) general cause; (2) a specific level of amputation; and (3) limb loss for congenital causes. an interesting pattern can be concluded based on these variables; for instance, what is the most common cause of losing the upper limb or what is the most significant cause of losing the limb”. The intended patients probably frequently visit doctors, and their relevant information can extract from “patient count per year” variable. in the context of this medical dataset, missing values can happen in several variables, for instance, the error was happened during the transition or some patients not giving all their information or the cause of amputation being unknown or not registered. Descriptive analyzing for the variables of the dataset would be obtainable to help comprehend the dataset.

7. Applying CRISP Data Mining Model

As discussed above, the data mining process will be based on the CRISP model, therefore, the CRISP steps should be followed. Thus, in data understanding step, limbless statistics dataset composed 3259 records of patients as well as 39 attributes spread over the period (2007-2012). besides, in order to increase the consistency of the selected data, some changed were applied. for instance, the difference between amputation and birth as well as days, week, and years numbers, and finally, the difference between amputation and referral was conducted to support the data mining procedure. The next stage in crisp model is data preparation, in this stage limbless statistics dataset required to be analyzed in order to detect if there is a noise in the intended data or also determine if any missing values exist. Some data mining algorithms are used to clean, cleans the dataset and prepare these data to be as input to the next stage of crisp data mining model. In the same aspect, each data mining algorithm has its own way of data analyzing process.

In line with the above situation, in order to explore the whole data properties of the intended dataset, visualize the number of observations exists, how many variables can be used, as well as variables types and other relevant features such as file size and hostname created SAS Enterprise Guide was used. Figure 2 visualize them.

![Use SAS Enterprise Guide](image)
In the same aspect, there is another feature of SAS Guide is that it has the ability to provide an analytic description for all attributes of the dataset, such as statistics summary, distribution analysis and One-Way Frequencies. The benefit of using this tool is to describe the dataset and its variables. This data mining algorithm has the ability to compute the frequency of values of all attributes in the dataset, along with percent, cumulative frequency, and cumulative percent. Figure 3 visualizes One-Way Frequencies.

As can be concluded for the Figure 3, the main cause of limb-losing is "dysvascularity" ("loss of blood pressure to limbs") because it includes the highest frequency of the cases which were recorded in the selected period 2007-2012; besides, it visualizes the proportion of samples with dysvascularity, which is total: 61.64%.

On the other aspect, the one-way frequencies table visualize the values of the existing dataset. Obviously, there is no missing value appeared in this analysis because already removed them.

Furthermore, the missing data of the selected dataset can be included during to computing of a specific variable value by “enabling it in the statistics option of the one-way frequency procedure window”. For instance, suppose the selection of a cause attribute to be analyzed, and after enabling the option to show the frequency of missing values of this variable as shown in Figure 5) noticed that missing values in this data set are specified by “no data”, while figure 5 illustrates the findings of the intended data mining procedure.
As discussed above, Figure 6 informs us there is 15% data in the selected dataset are either unknown or missing. In the context of this study, the missing values may be: some of the patients may do not prefer to share their information with other, or the error during the documented of the dataset may cause a missing value. While it can be concluded from Figure 6 that the distribution of main cause attribute, because it visualizes the frequencies of missing value “no data”.

In line with the above situations, the dysvascularity cause has the largest percentage, it is approximately which is more than 2,000 frequencies of the intended patients, while the missing data appears more than 500 frequencies of the intended patients in the number of the selected dataset values.

SAS Enterprise Guide provides another significant characteristic is distribution analysis, it is considered as descriptive statistics tool which displays (1) the missing values for the particular attribute in the selected dataset; (2) determine the number of extreme values of the selected dataset and the number of extreme observations of the selected dataset which are “the top values and low values”; and also (3) it can visualize the distribution of the selected dataset’s attribute’s values by means of variant charts and plots. In this selected dataset, a lot of missing data were detected for dissimilar variables and later these were represented by “no data”.

In the same aspect, rows filtration tool was used in order to show the frequencies of missing values as well as to sort-filter the selected dataset values. In the context of this study, a “no data” value has been detected, and the data-rows number has been displayed which contain such values. Besides, the general cause be indicated by the variables that have missing values "no data" while the specific cause can be represented by “general ethnicity, specific ethnicity, data of amputation and date of referral”. Furthermore, the outcome report that there are 1,832 patient’s records that have missing values either in one or more of these variables in the selected dataset, as can clearly visualize in Figure 7.
Another advantage provided by SAS Enterprise Mine is used to help to discover the correlation between the dataset's variables and the target variable; this can be useful in integrating the hidden information. On the same aspect, the “state explore” mission which provided by SAS was used; it provides many descriptive statistics can help to analyze the intended data’ for example CHI Square statistics which used to measure the correlation between dataset's variables and target variables. Chi-square is computed for categorical variables, therefore, by enabling the option of measure the interval variables also, SAS Enterprise Miner will help to distribute the variables into the default five bins. This enables Chi-square statistics to be computed for the binned variables. The correlation type that used in this statistics measure is known as "Pearson’s correlation by default", as well as SAS provides data mining analyzers the ability to use another correlation method “Spearman”. Figure 8 clearly shows the findings of that process when the general cause variable is the target, the particular cause variable in a strong correlation with it, since it has the highest “Chi-square” value.

On the other hand, the process of Chi-square provides another statistics measurement which calculates the amount of worth to all variables to the target variable. As clearly illustrated in Figure 9, the particular cause variable has the highest worth; as well as, the variable ‘sex’ has no impact on the target.
In order to explore the relationship or the correlation between these two variables, SAS Enterprise Guide also helps the data mining analyzer to access to different visualization data in the dataset, such as a bar chart. The particular cause variable was chosen to be represented by the bars and was grouped by the "general cause" variable (as clearly visualized in Figure 10), to see the frequency of each general cause value in correlation to the particular cause value.

As clearly indicated from figure 10, the bar height was specified by the number of patients per year and that it was briefed based on the number of general cause values to the particular cause variable by computed the number of patients per year. Besides, figure 11 illustrate that intended patients who suffering from dysvascularity and use them as a general cause and peripheral vascular disease and use diabetes mellitus as the specific cause were the highest in number; next to that came selected patients who suffering from dysvascularity as the general cause and peripheral vascular disease ("no diabetes mellitus") as the particular cause.
“As clearly illustrated in Figure 12, the most selected patients were of white ethnicity, white British to be exact, and that the next highest frequency recorded was missing values, which means that either the patients preferred to keep the ethnicity of their record or that a transition error had occurred.”

![Fig. 12: Bar Chart of Specific Ethnicity Variable](image)

On the other aspect, another exploration can apply to the selected dataset is to analyses the level of amputation. The bar chart was used for plotting the variables which relevant to the level values, that are generally level and particular level variables.

![Fig. 13: Frequencies of Specific Level Bar Chart](image)

It can be concluded from Figure 13 that the most patients who lost their limbs at a particular transtibial level ("an amputation of the lower leg between the ankle and knee"), while the second highest number of the selected patients is ‘trans-femoral’ level ("amputation of the lower leg between the knee and the hip"). Figure 14 classify the number of patients who had lost their limbs for variant causes based on male and female which recorded in the many medical centers in the selected dataset.

![Fig. 14: Bar Chart of Gender Variable](image)

8. Conclusion

The main aim of this study was to analyses, extract the meaningful information and convey them to the knowledge, and also find out the significant relationships and correlations between the attributes of the selected dataset "Limbless Statistics". Besides, it hoped to prove
that data mining techniques can be helping and support to use as analyzing tool medical dataset and can lead to discovering hidden knowledge.

During the applying the data mining techniques to the selected dataset, interesting patterns and knowledge were discovered and presented as a set of rules. And later was produced using a decision tree as a classification technique. Different statistical measurements, such as chi-square and one-way frequencies, were used to analyze the data set; and other statistics, such as average square error and misclassification rate, were conducted and used in order to measure the accuracy and goodness of the model.

This research is considered to be the first study to extract and analyze and discover the knowledge of the Limbless Statistic process of data mining was successful at finding good-quality models to deal with medical dataset it can be used in prediction the level of amputation of a limb based on the cause of amputation, for example, and to estimate the number of years between amputation and referral date. As the data mining model and algorithms were applied to the intended healthcare dataset, it was a successful attempt to prove the plays significantly role of these techniques in the healthcare industry. Because it deal with a huge amount of data which produced by IT healthcare applications of the different medical centers which provide medical dataset to extract, analyze the meaningful information to support and help to improve and prediction and discovering the knowledge as well as improve the quality of healthcare services.

SAS Enterprise Miner consider as one of extremely useful for preparing the selected dataset to be an input for data mining procedure and discovering the relationship and correlation between the attributes of the selected dataset.
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