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Abstract 
 

Content based object recognition systems need informative image properties to obtain good performance results. Filter bank such as Gabor 

filters is believed to be one of the most popular methods for complete characterization of images by having some important properties such 

as selectivity to orientation, scale, frequency and smooth parameters. Furthermore, such properties are very effective for compact image 

description and analysis. However, these functions show a strong dependence on a certain number of different parameter values. Hence, 

the different filter parameters values used to construct the functions may give different filter responds or properties. Besides, the large 

number of these filters leads to expensive computation to create maps for feature extraction, thus it is necessary to reduce the number of 

candidates and identify subset of effective and discriminative filters to avoid overfitting and hinder generalization performance. In this 

paper, we first compute Gabor filters using a set of different values for filter parameters. After that, the k-means clustering algorithm is 

used to group these filter responds into k different clusters. Next the k different clusters are used to convolve images and the edge histogram 

then apply to the filter outputs for image description. After that, we combine all outputs of image descriptors using SVMs. Experiment 

results on 20 and 101 classes of the Caltect-101 object database show that the method significantly outperforms using the standard Gabor 

filter approach. 

 
Keywords: gabor filter, naïve combination approach, SVM classifier, VOC technique.

 

1. Introduction 

In new technology, image investigation in several areas [1, 2] including computer vision and its diverse techniques (i.e., visual object 

categorization (VOC) and content-based image retrieval (CBIR)) make an alert to manage these techniques. The VOC technique is the 

main focus of current research and remains an open research area. The main problem for this research is the categorization problem (se-

mantic gap). Based on state-of-the-art-research, the VOC technique commonly uses the texture feature, as it provides meaningful infor-

mation that can achieve high-level features and improve the categorization problem [1, 3, 4, 5, 6].  

However, much of the research in the area has used a filter to describe the object [4, 7, 8]. Based on the literature, filters can be divided 

into two kinds: linear filters, such as the Sobel detector, and non-linear filters (filter banks), such as the Gabor filter (GF).  The former uses 

a single orientation and fixed mask size when constructing feature maps, which may inaccurately capture the important salient features, 

particularly when applying orientation descriptors. Furthermore, it is sensitive to orientation. It thus tends to respond to non-edge orienta-

tion, while the most discriminative edge filters respond to edges in a narrow range orientation [9].   

The second one (non-linear filters) can efficiently overcome the limitations of the former in capturing the most discriminative edges and 

salient features based on a different scale, orientation and filter size [10]. Using an orientation descriptor based on this type of filter can 

provide meaningful and distinctive features for correctly describing an object [1, 4]. More advanced techniques have frequently used the 

GF to describe objects. [7] showed the effectiveness of the GF when it is used in object detection, recognition and tracking. [11] proposed 

using the GF with an SVM classifier for object categorization, and their experiment showed that the proposed method performed well. 

Many researchers also used the GF for 3-D object representation and recognition [12]. These studies all showed the benefit of using the 

GF to detect the salient feature that can improve system performance.  

Conversely, many descriptors have been introduced to extract texture features. To be selected, a descriptor should have a certain ability in 

human vision to produce the most discriminative and important features. Constructing edge features is one of the primary features of the 

human vision system. It is thus possible to describe objects efficiently using the edge orientation information. Orientation descriptors, 

including the edge histogram, have become popular and widely used in object categorization systems [3].  

The literature presents the main issue of using the GF and orientation descriptors, including the edge histogram descriptor (EHD), to 

describe objects. Clearly, [3] used the EHD to extract the texture feature to describe objects. This descriptor used a single orientation to 

extract the texture feature, which may not be sufficient in describing objects. Applying an advanced filter, such as the GF, to construct 
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diverse feature maps based on a different scale, orientation and filter size will allow this descriptor produce excellent results and a distinc-

tive texture feature. Conversely, the main drawback of the GF is that it constructs redundant and incompact filters that may affect system 

recognition accuracy and decrease system performance [10, 13]. [10] proposed a principle component analysis (PCA) to reduce the GF 

dimensionality and produced optimal filters for a face detection technique. The Fast Fourier Transform algorithm (FFT) has also been used 

to reduce the GF dimensionality in the frequency domain .  

In this work, we present a novel filter-based descriptor and classifier denoted by the generalized Gabor filter (GGF) to improve the cate-

gorization problem. The GF parameters are selected. We generalize the GF method using an unsupervised machine learning algorithm, 

denoted by the k-means clustering technique. This step ensures the removal of redundant filters, which eventually leads to a more compact 

and optimized filter set. We also use an orientation-based descriptor, denoted by edge histograms, to extract the texture feature. We have 

used single classifier and combination features, denoted by a naïve approach, to construct feature vectors and classify them using a support 

vector machine (SVM). To evaluate the performance of the proposed GGF method, we implement the VOC technique framework based 

on the proposed method in the spatial domain for object categorization and compare its result to the standard GF method.  Furthermore, 

we evaluate our proposed method using the first 20 classes and all classes from the Caltech 101 dataset. We extend the experiment by 

implementing the VOC technique framework based on the GF and proposed GGF methods in the frequency domain and compare it to the 

proposed VOC technique in the spatial domain. 

The rest of this paper is organized as follows. In Section 2, we briefly review the state-of-the-art methods used in the VOC technique. In 

Section 3, we review the clustering and k-means clustering techniques. In Section 4, we present our novel filter-based descriptor and 

classifier, denoted by the GGF method. In Section 5, we discuss our experimental results, including performance evaluation and bench-

marking. Finally, we summarize our findings in section 6. 

2.  Related work 

First, we briefly review the GF method computation. We next present an orientation descriptor, denoted by an edge histogram descriptor 

(EHD). We then discuss the naïve approach and support vector machine (SVM) methods. 

2.1. Gabor filter (GF)  

The The filter banks are ubiquitous in extracting feature textures. The responses of these filters are mainly based on the distribution, joint 

filter response distribution and the scale and orientation used to create these filters. These filter banks can be used for segmentation, 

classification and synthesis [10, 14]. 

Recent texture classification has widely used the filter banks. The biological plausibility and the hypothesis in various scale and orientation 

must extract sufficient features and perform accurate classification [15]. Examples of filter banks include the Gabor, Structure Tensor and 

Steerable Filters, among others [8]. 

The GF has become important in several applications due to its characteristics, such as providing classification schema and a multi-reso-

lution schema for feature texture. This filter also supplies meaningful information by using diverse magnitude and orientation. Furthermore, 

several salient features can be captured using this filter, including spatial frequency characteristics, spatial locations and orientation selec-

tions. The mathematical equations below describe the GF [10]: 

 

𝜓𝑘(𝑧) =  
‖𝑘‖2

𝜎2
𝑒−‖𝑘|2𝑧|2/2𝜎2

[𝑒𝑖𝑘𝑧 − 𝑒𝜎2/2]                                                                                                                                                       (1) 

The parameters are defined thus: 𝑘 refers to the wavelength and orientation of kernel 𝜓𝑘(𝑧) in the image. This equation has two parts: the 

oscillation refers to the term in brackets, and the dc comprises is the reset. σ refers to the standard deviation of the Gaussian function. (𝑘) 

is defined thus: 

 

𝑘(𝜇 , υ ) =  𝐾
𝑢𝑒𝑖∅𝜇  ,                                                                                                                                                                                              (2) 

 

where parameters μ and υ refer to the orientation and scaling of the Gabor kernel, respectively. 

 

𝑘𝑢 = 𝑘𝑚𝑎𝑥/𝑓υand∅𝜇 = 𝜋𝜇/8                                                                                                                                                                      (3) 

 

Here, parameter 𝑘𝑚𝑎𝑥 refers to the maximum frequency and 𝑓 refers to the space factor between kernels in the frequency domain. 

The GF convolves the image before constructing the image primitives. If 𝐼(𝑥) represents the grey level of the image and 𝜓𝑘(𝑥) the GF 

kernels, the following equation can yield the image primitive: 

 

  𝑶𝑘(𝑥) = 𝐼(𝑥) ∗ 𝜓𝑘(𝑥),                                                                                                                                                                          (4) 

 

where 𝑶𝑘(𝑥) refers to the convolution result at 𝑘 and parameter  

* refers to the convolution operator. Fig. 1 shows an example of the cosine part (even) of GF.  

 

 
Fig. 1: The GFs with parameters values (𝛖 = 2, 𝝁 = 3, σ = 2.5, and filter size= 𝟏𝟐𝟖 × 𝟏𝟐𝟖). 
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(a) 

 
(b) 

Fig. 2: (a) an image divided into sub-images and image-blocks. (b) Edge histogram masks for texture feature extraction: (i) ver_edge_filter, (ii) hor_edge_fil-

ter, (iii) dia45_edge_filter, (iv) dia135_edge_filter, (v) nond_edge_filter. 

 

2.2. Edge histogram 

 
The edge feature is an important feature for describing image content, especially considering the object shape and texture [16]. We thus 

use the edge histogram, which represents the edge distribution in an image. At the same time, the edge histogram represents the frequency 

and directionality of an edge in an image. It also captures the spatial distribution of the edge (four directional edges and one non-directional 

edge) and describes and extracts the non-homogenous texture [17]. Figure 2 part (A) illustrates sub-images and blocks inside the sub-

images.  
Extracting the edge histogram first requires partitioning a specified image into 4x4 non-overlapping blocks (sub-images). Each sub-image 

has a group of image-blocks. The ED method then applies five different edge detectors to perform texture extraction in different directions, 

including horizontal, vertical, diagonal 45, diagonal 135 and non-directional [17]. In each sub-image, the image blocks are convolved with 

the filters coefficient, which represents various edge detectors, as in Figure 2 part (B). Only the maximum value among these edge strengths 

is compared with the edge threshold: if it is greater than the threshold, the image block considers having the corresponding edges. Finally, 

the edge histogram produces 80 bins of edge features that represent the image [17]. The following equation shows how to obtain the edge 

strength among different 5 five filters. 

 
𝑒𝑑𝑔 − 𝑠𝑡𝑔(𝑖, 𝑗) = |∑ 𝐴𝑘(𝑖, 𝑗) ∗ 𝑒𝑑𝑔𝑒 − 𝑓𝑖𝑙𝑡𝑒𝑟(𝑘)𝑛

𝑘=0 |       (5) 

Here, 𝐧 refers to the sub-block number in each image block, 𝐀𝐤(𝐢, 𝐣) refers to the image block, and 𝐞𝐝𝐠 − 𝐬𝐭𝐠(𝐢, 𝐣) indicates any of the 

five edge detectors. However, Fig. 3 shows the spatial distribution of the edge histogram. 

 

 
(a)                                                     (b)                                                                                         (c) 

Fig. 3.  The edge histogram applied to real-world images, (a) original airplane class image from the Caltech 101 dataset, (b) image primitives (feature maps) 

constructed by convolving the original image with the GF, (c) spatial distribution of the edge histogram. 
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2.3. Naïve approach 

Combining features outperforms using a single descriptor when representing an image in visual object categorization (VOC) [3, 18]. The 

naive approach considers a combination method, where it combines several feature vectors in a feature vector and feeds them to the clas-

sifier. Similarly, it places several feature vectors produced by various sources directly into an input vector and enters it into the classifier 

for learning and testing. However, the feature vector produced by the naive approach leads to large dimensional feature vectors. Nonetheless, 

the naive approach outperforms a single feature vector; however, using the naive approach with combined features increases dimensional 

feature vectors, produces over-fitting and affects performance [3, 19]. 

2.4. Support vector machine (SVM) 

Recent research has shown that the SVM algorithm outperforms state-of-the-art techniques in different applications. The main point of this 

algorithm is the optimal hyperplane that separates the given data into two classes (categories) {+1, -1} with the maximal margin in the 

higher dimensional feature space. SVM aims to construct a model based on the given training data to predict target values of the test data 

attributes [20]. 
For the classification schema, if X is the input value, SVM will classify this input into two classesy∈{-1,+1}, according to the following 

formula: 

 

  𝑦 = 𝑠𝑖𝑔𝑛(𝑓(𝑥))                                                                                                                                                                                                (6) 

 

Function f(x) comes from combining the Kernel function between input X and each training data point thus:     

 
𝑓(𝑥) = ∑ 𝛼𝑚 𝑦𝑚𝐾(𝑋𝑚, 𝑋) + b                                                                                                                                                                       (7) 

 

where X is the input vector, 𝑋𝑚 represents the training data and the Kernel is 𝐾(𝑋𝑚, 𝑋). In equation 7, the decision function is computed 

using the training labels 𝑦𝑚 ∈{+1,−1} and coefficient  𝛼𝑚 ≥ 0 , while parameter 𝑏 is determined during training on the labeled dataset. When 

given a training set of instance label pairs (𝑥𝑖 , 𝑦𝑖), i = 1… n, where 𝑋𝑖 ∈ 𝑅 and the SVMs include the solution for the optimization problem 

[7]. 

 

  𝑚𝑖𝑛𝑤,𝑏,𝜉
1

2
𝑤𝑇 + 𝐶 ∑ 𝜉𝑖

𝐼
𝑖=1 𝑋1, … , 𝑋𝑛                                                                                                                                                              (8) 

 

Subjected to 

 

𝑦𝑖(𝑤𝑇∅(𝑥𝑖) + 𝑏) ≥ 1 − 𝜉𝑖                                                                                                                                                                               (9) 

 

𝜉_𝑖 ≥ 0. 
 

To find the optimal hyperplane, function ∅(. ) projects the input pattern Xi onto the higher dimensional space. Among several hyperplanes, 

SVM finds the optimal one with the maximal margin for the binary problem in this space. In getting a unique hyperplane, weight vector 

W exists in the terms of a training pattern subset that lies on the margin.  

 

The following equation shows how to construct W: 

 

𝑊 = ∑ 𝛼𝑖𝑦𝑖∅(𝑋𝑖) + 𝑏𝑛
𝑖=1                                                                                                                                                                                    (10) 

where n  is the number of support vectors, iX
is the support vector i and iy

 is the label {-1, 1} of Xi . This paper has adopted libSVM 

with the RBF kernel to classify the data.  

3. Clustering 

The clustering technique is often used to group data into similar groups (cluster). Each group has members that are similar among them-

selves and dissimilar to those in other groups. In the last decade, researchers have proposed different clustering approaches, namely parti-

tioning, hierarchical, density-based, grid-based and model-based clustering. Partition clustering, which includes the K-means clustering 

technique and hierarchical clustering, is the most popular technique used in different applications. The main goal of clustering is to max-

imize intra-cluster and minimize inter-cluster similarity [21]. 

3.1. K-means clustering 

K-means clustering is one of the most popular clustering techniques and used in several applications. This algorithm performs clustering 

by assigning data into different clusters based on the minimum distance between the cluster centroid and the data. Each cluster is then 

represented by its centroid, i.e., the mean of cluster members [22]. Several advantages make this technique popular and frequently used. 

First, this clustering technique can work with any standard norm, and it is fast and easy to implement. Second, it has explicit parallelization 

and is insensitive to data ordering. Conversely, some limitations appear in this clustering technique, as the result is mainly based on the 

initial cluster centroid. The cluster number is also unknown; the K-cluster must thus be optimized for each case [22]. 

To explain the k-means clustering technique, assume that we have these observations {𝒙𝒊 ∶ 𝒊 = 𝟏, … , 𝑳}, and measure the distance between 

these data points using order 𝒑. K-means seeks to divide the observations into different k groups and represent each group with its own 

centroid (mean) {𝒙�̂�, 𝒙�̂� … , 𝒙�̂�, }:    

    

𝐾𝐶𝐿 = ∑ 𝑚𝑖𝑛1≤𝑗≤𝑘(𝑥𝑖 − �̂�𝑗  )𝑝𝐿
𝑖=1                                                                                                                                                                          (11) 
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The K-means technique should follow these steps: (1) Compute the distance between the centroid and observation data points. (2) Find the 

smallest distance between the centroid and points and assign a point to the corresponding cluster. The K-means technique converges until 

the error between the new and old cluster centroids is below a fixed threshold.                             

4. A novel generalization of the Gabor (GGF) method 

Over the last decade, researchers have focused on using filters to describe objects. Among several non-linear filters, the GF gives impressive 

results in different places.  

The literature also indicates that the main demerit of the GF is that it constructs redundant and incompact filters, which may decrease 

system accuracy [10, 11, 13]. An effective method thus requires a generalized and compact GF that can efficiently describe an object. By 

exploiting a vector quantization method, such as a clustering algorithm, the compact and informative filters can be achieved. This algorithm 

is considered efficient for constructing compact and generalized filters by grouping similar patterns into similar clusters or groups.  

This paper uses the unsupervised machine learning algorithm denoted by the K-means clustering algorithm, to generalize the GF. This 

algorithm seeks to assign a point to a cluster centroid based on the minimum distance. The main issue of this algorithm is the number of 

clusters. This parameter should thus be selected to achieve higher accuracy. However, the main goal of data clustering is to provide a 

precise characterization of unseen samples generated from the same probability distribution. The flowchart below (Figure 4) shows the 

steps used to generalize the GF: 

 
Fig. 4.  Flowchart of the proposed GGF method, 𝐹1 … , 𝐹𝑛 represents the raw filters features, and 𝐾1 … , 𝐾𝑛 represents the cluster centroid (Generalized 

filters).of the edge histogram. 

5. Experimental setup 

This paper uses the first 20 categories of the Caltech 101 dataset with 600 images for training and testing. All categories of the Caltech 101 

dataset, containing 3030 images, have been used to test VOC performance in both the spatial and frequency domains. 

5.1. Caltech 101 dataset 

The Caltech 101 dataset contents 101 categories with 9146 images, and each category contains between 40 and 800 images, on average. 

The images in this dataset are similar in size and resolution. The medium resolution of each image is about 300×200 pixels, and all images 

are in the JPEG format. Moreover, objects in the images have low occlusion and clutter levels.  

This research uses the first 20 categories of the Caltech 101 dataset to demonstrate system accuracy. Furthermore, there are 30 images for 

each category and the total number of images is 600. To train and test the system, each category contains 15 randomly chosen images each 

for training and testing [19]. We extend the experiment by using all dataset classes, which provides 3030 images. Figure 5 gives an example 

of some classes in the Caltech 101 dataset. 

 

 
Fig. 5. Random examples from the Caltech101 dataset categories: (starting from top left) accordion, bonsai, cannon, cell phone, dolphin, elephant, Faces 

_easy, gerenuk, hedgehog, Joshua _tree, mayfly and yin _yang. 
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5.2. SVM classifier 

We used libSVM with the RBF kernel and the one vs. one approach to perform classification. The feature vector is normalized between 

{+1, -1} to avoid numerical difficulties during the calculation and ensure that larger values do not dominate smaller ones. The normalization 

equation is thus: 

 

𝒙 =
𝟐(𝒙−𝒎𝒊𝒏)

(𝒎𝒂𝒙−𝒎𝒊𝒏)
                                                                                                                               (12) 

 

The RBF kernel requires the two best parameters 𝐂 𝐚𝐧𝐝  𝛄 to produce accurate classification. The libSVM grid-search has been used as a 

straightforward search on the training data to find the best  𝐂 𝐚𝐧𝐝  𝛄  parameters. The search spaces used in this paper are 

{𝟐−𝟓, 𝟐−𝟑, … , 𝟐𝟏𝟓} and {𝟐−𝟏𝟓, 𝟐−𝟏𝟑, … , 𝟐𝟑} for 𝐂 𝐚𝐧𝐝  𝛄 respectively. Finally, the K-fold cross-validation has been used to learn the clas-

sifier when K=10.  

5.3. Selecting the best parameters for the Gabor filter (GF) and K-means clustering 

The GF has four parameters: scale, orientation, sigma, and filter size. These values and the number of clusters used in the k-means clustering 

technique differ among applications. These parameters have thus been selected to improve VOC technique performance. 

 

5.4. Best Gabor filter (GF) parameters and K-means clustering 

 

Based on different runs, the experiment shows that the best parameters entered into the Gabor filter for object categorization are (𝛖 = 5, 

𝝁 = 8, σ = 2.5, and filter size=𝟏𝟐𝟖 × 𝟏𝟐𝟖). 

The K-means clustering technique, however, comprises an important part of performing the proposed method. During the experiment, we 

found a significant difference in accuracy when performing the proposed method in the spatial and frequency domains. The best number 

of clusters in the spatial domain thus differs from the frequency domain.  

For the spatial domain, the experiment started with 4 clusters and ran until reaching 15 clusters in step 1. It stopped at 15 clusters because 

there is no significant improvement in accuracy in clusters 14 and 15. The 11 clusters provide higher classification accuracy, with a 67.33% 

average rate based on the naïve approach. Generalization using the Gabor filter is thus considered the best choice.   

For the frequency domain, we start with 4 clusters and ran until reaching 20 clusters in step 1. We stop at 20 clusters because there is no 

significant improvement in accuracy at cluster 20. The best K-cluster is 18, as it gives higher accuracy than the other clusters, i.e., a 65% 

average rate based on using combined features with the naïve approach. One advantage of using the frequency domain is that it speeds up 

the system, while some basic information is lost from the raw data when converting it from the spatial to the frequency domains. 

6. Result and discussion 

In this part, we briefly present VOC recognition accuracy based on the standard GF and proposed GGF in both the spatial and frequency 

domains. We also compare performance at the end of this section. 

6.1. VOC technique results in the spatial and frequency domains 

This section presents the full details of the VOC technique results based on the GF and proposed GGF methods, using the first 20 categories 

from the Caltech 101 dataset. Table 1 shows the VOC technique results in the spatial domain, based on the naïve approach and single 

classifier.  After different 10 runs, the VOC technique, based on the proposed GGF method, outperforms the standard GF method in average 

rate and standard deviation, with values of 67.3% and ±0.69299, respectively. The time was reduced by 25%, using 11 generalized filters 

instead of 40. Referring to Table 1, it shows the accuracy average of the VOC technique in the frequency domain with and without the 

proposed GGF method. Conversely, Table 1 shows the VOC technique with and without the proposed GGF method in the frequency 

domain. The GGF performs worse than the VOC technique in the spatial domain, because some raw data is lost when transformation the 

data from the spatial to the frequency domain using the FFT method. Using the FFT algorithm, however, has the benefit of speeding up 

the system and reducing time. 

 
Table 1: Categorization result based on the standard GF and proposed GGF methods in the (a) spatial and (b) frequency domains. 

(a) 

 

Spatial Domain 

Standard GF Proposed GGF 

Single Classifier 
Naïve  

Approach 

Single Classifier Naïve 

Approach 

Accuracy (%) 47.345 65.1667 52.9061 67.3 

STDEV ±1.13245 ±2.16168 ±0.91206 ±0.69299 

 
(b) 

 

Frequency Domain 

Standard GF Proposed GGF 

Single Classifier 
Naïve  

Approach 

Single Classifier Naïve 

Approach 

Accuracy (%) 41.9958 63.2667 44.5056 62 
STDEV ±1.08954 ±1.9539 ±0.86007 ±1.75119 

6.2. Performance comparison 

It is interesting to compare the classification rates of the proposed method into two different spaces. This paper uses the t-test approach to 
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measure the significant difference of the proposed method. The p-value (probability-value) of the t-test is 0.05, and the t-test result is 

compared to this value: if the t-test value is less than 0.05, the proposed algorithm is considered significant. The t-test result of the proposed 

method decreases as the algorithm is considered more significant. 

Based on the t-test result, the proposed GGF method-based naïve approach is considered statistically significant in the spatial domain and 

outperforms the standard GF method-based naïve approach (p < 0.05, 𝑝 = 0.0001 ). The proposed GGF method-based single classifier is 

considered extremely statistically significant and outperforms the standard GF method-based single classifier(with p = 0.0082). The time 

has been reduced by 25%, using 11 generalized filters instead of 40. The t-test results for the VOC technique with the proposed GFF 

method in the frequency domain is not quite statistically significant and performs a bit worse than the naïve approach and single classifier, 

when compared to the VOC technique-based standard GF method. This result occurs because the number of combined filters is not enough 

to describe the object compared to the original 40 filters and raw information losses. 

Based on the t-test results, the proposed method based naïve approach and single classifier is considered extremely statistically significant 

in the spatial domain and outperforms the proposed method in the frequency domain (𝑤𝑖𝑡ℎ p = 0.0001 ). The t-test results for the standard 

Gabor filter in the spatial domain show that the naïve approach and single classifier method is considered statistically significant and 

outperforms the standard Gabor filter in the frequency domain (𝑤𝑖𝑡ℎ p = 0.0402 for the naïve approach and p = 0.0486 for the single 

classifier). 

In summary, the VOC technique-based standard GF and proposed GGF methods in the spatial domain outperform those in the frequency 

domain. The VOC technique in the frequency domain performs a bit worse because it loses some basic information when transforming the 

raw data from the spatial to the frequency domain. 

6.3. Perform VOC technique with all dataset categories 

From the results obtained using the GGF method in the spatial domain, based on 20 classes from the Caltech 101 dataset, it is interesting 

to perform the VOC technique based on the proposed GGF with the entire Caltech 101 dataset to see how the proposed method performs. 

Table 2 shows the accuracy rate of the VOC technique-based single classifier and naïve combination approach. 

 
Table 2: Classification accuracy of all Caltech 101 categories based on the proposed GGF method in the spatial domain. 

 Single Classifier Naïve Approach 

Average Accuracy (%) 40.4207 57.0784 

STDEV 0.47436 0.98742 

 

The VOC technique based on the proposed GGF method in the spatial domain performs well even with all Caltech 101 dataset classes. The 

standard deviation shows the proposed method is stable with diverse objects.  

7. Conclusion  

This paper has presented the visual object categorization technique based on the filter-based descriptor and a classifier denoted by the 

standard Gabor filter and proposed GGF methods. The results verify the superiority of the proposed method in describing an object, as it 

provides different and distinctive feature maps based on a different scale and orientation for the objects.  

The VOC technique, based on both the standard GF and proposed GGF methods, has been tested in two different spaces: the spatial and 

frequency domains. Based on the t-test results, the VOC technique in the spatial domain gives better results than implementing it in the 

frequency domain for both the standard GF and proposed GGF methods. This occurs for several reasons. One reason is that transforming 

raw data from the spatial domain to the frequency domain is inefficient and may lose some important information. In other words, the 

representation of the FFT algorithm to the data is not as efficient as the actual raw data.  

Conversely, the VOC technique, based on the proposed GGF method, gives a higher accuracy rate and outperforms the standard GF method. 

The proposed filter-based descriptor and classifier, denoted by the GGF method, has significantly improved the object categorization 

problem and increased system performance.  
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